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ABSTRACT Speech emotion recognition (SER) is essential for understanding a speaker’s intention.
Recently, some groups have attempted to improve SER performance using a bidirectional long short-term
memory (BLSTM) to extract features from speech sequences and a self-attention mechanism to focus on
the important parts of the speech sequences. SER also benefits from combining the information in speech
with text, which can be accomplished automatically using an automatic speech recognizer (ASR), further
improving its performance. However, ASR performance deteriorates in the presence of emotion in speech.
Although there is a method to improve ASR performance in the presence of emotional speech, it requires
the fine-tuning of ASR, which has a high computational cost and leads to the loss of cues important for
determining the presence of emotion in speech segments, which can be helpful in SER. To solve these
problems, we propose a BLSTM-and-self-attention-based SERmethod using self-attentionweight correction
(SAWC) with confidence measures. This method is applied to acoustic and text feature extractors in SER
to adjust the importance weights of speech segments and words with a high possibility of ASR error.
Our proposed SAWC reduces the importance of words with speech recognition error in the text feature
while emphasizing the importance of speech segments containing these words in acoustic features. Our
experimental results on the Interactive Emotional Dyadic Motion Capture (IEMOCAP) dataset reveal that
our proposed method achieves a weighted average accuracy of 76.6%, outperforming other state-of-the-art
methods. Furthermore, we investigated the behavior of our proposed SAWC in each of the feature extractors.

INDEX TERMS Speech emotion recognition, confidence measure, automatic speech recognition, self-
attention mechanism.

I. INTRODUCTION
Human speech is the most basic and widely used commu-
nication modality. Human speech contains various types of
information aside from the speech content, such as emotion
and speaking styles. In particular, emotion is a cue important
for understanding a speaker’s intention. Therefore, speech
emotion recognition (SER) is becoming a powerful technol-
ogy to develop because of its enormous potential to achieve
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more natural human-computer and human-human interac-
tions. SER is an essential component of many speech-based
applications, such as call-center analysis [1], [2], [3], [4],
spoken dialog systems [5], [6], and education [7].

To date, many groups have attempted to improve the per-
formance of SER. The most commonmethod is to extract sta-
tistical frame-based acoustic features such as Mel frequency
cepstral coefficients (MFCCs), fundamental frequency (F0),
and power, and then input them to classifiers such as a Gaus-
sian mixture model (GMM) and a support vector machine
(SVM) [8], [9]. In contrast, recently, deep neural network
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(DNN)-based approaches have been intensively applied to
SER, resulting in significantly higher performance [10], [11],
[12], [13], [14]. One possible reason for this higher perfor-
mance is that DNN can automatically learn the representa-
tions of emotions from speech data. One of the DNN types
that are particularly effective in extracting these acoustic
features is bidirectional long short-term memory (BLSTM)
[15], which has been widely applied to speech-related tasks
because of its capability of handling and capturing sequential
information. These DNN-based approaches can extract crit-
ical information without the need to hand-craft the acoustic
features.

BLSTM-based networks have one demerit: information
loss after going through long sequences. This issue causes
some of the information in the earlier sequences to be consid-
ered not important in the end. To solve this issue, recent stud-
ies put focus and weight on the important parts and used the
weights to calculate another sequence. The attention mech-
anism [16], which is a neural-network-based mechanism to
capture the contextual information from a sequence, has been
introduced. In particular, the self-attention mechanism [17] is
widely used in classification tasks. The self-attention mech-
anism focuses on the important parts and applies weights in
the same sequence. Together with LSTM-based networks, the
use of the self-attention mechanism has improved the perfor-
mance of many classification tasks, including SER [18], [19],
[20], [21].

SER also benefits from combining the information in
speech: acoustic features and textual content. One method to
obtain the textual content is through manual transcriptions.
Transcriptions provide accurate speech content and are reli-
able for SER tasks. Studies showed that the methods using
acoustic features and transcriptions are effective in recogniz-
ing emotions [22], [23]. However, obtaining transcriptions is
impractical because it requires numerous human annotators
and transcriptions are not available in real time. In recent
years, the automatic speech recognizer (ASR) has enabled us
to automate the speech-to-text transcription.

State-of-the-art ASR has achieved excellent performance
in recognizing speeches and is available in many languages.
However, even for the most common languages, ASR is still
prone to recognition errors, particularly when the speech con-
tains emotion. Moreover, since the ASR text from emotional
speeches is used as the text feature for SER, the attention
mechanism might focus on incorrectly recognized words,
decreasing the SER performance.

To solve this problem, we propose a BLSTM and self-
attention-based SER method using self-attention weight cor-
rection (SAWC)with a confidencemeasure (CM) [24], which
is an indicator of the reliability of ASR results. The idea is
that the CM adjusts the importance weights in the acoustic
features and text information following the possibility of a
speech recognition error in each word and its corresponding
speech segments. In terms of acoustic features, our proposed
method improves the SER performance by using the emo-
tional cues in speech recognition errors. SAWC emphasizes

the importance of speech segments with low CMs; this is
important for indicating the presence of emotion in a speech
segment. On the other hand, our proposed method helps miti-
gate the speech recognition error effects on SER performance
in terms of text features. SAWC reduces the importance of
words that contain low CMs. Low CMs in words in ASR
results indicate the high possibility of speech recognition
error. The mechanism of our proposed method for text fea-
tures helps mitigate the speech recognition error effects on
SER performance.

In our previous work [25], we proposed using CM to
mitigate the SER performance deterioration due to speech
recognition errors. We showed that using CM to correct self-
attention weights on the text feature extractor provides the
highest SER improvement compared with using CM as a
part of an input feature or an extracted feature. In this work,
we generalize the previous work by including SAWC using
CM as the key component in the acoustic and text feature
extractors of our SER method. We evaluate the effectiveness
of the SAWC in each feature extractor in improving the SER
performance.

The remainder of this paper is organized as follows. In
Section II, we discuss the related work on the SER classifier
using acoustic and ASR results as input, as well as some
recent methods to deal with ASR performance degradation in
SER performance. In Section III, we describe the base SER
classifier using acoustic and ASR text input. In Section IV,
we describe our proposed method using the SAWC on
acoustic and text feature extractors. The experimental setup,
results, and discussion are presented in Section V. Finally,
in Section VI, we conclude the study and suggest our future
work.

II. RELATED WORK
SER has been an increasingly important field of study. In this
section, we introduce some of the SER methods using ASR
features and explore ways to overcome the drawbacks of ASR
errors on SER performance.

SER methods using ASR features have been recently stud-
ied, and many of them have achieved state-of-the-art SER
performances. In some studies, ways to fuse the acoustic and
text features from ASR results were investigated [23], [26],
[27], [28], [29]. However, it might be challenging to fuse the
acoustic and text features optimally. Other existing methods
adopt transfer learning from a pre-trained ASR model [30],
[31] or the intermediate layer output of ASR as a feature
for SER [32]. However, the information provided by these
methods does not include text information itself, which con-
tains essential cues for emotion recognition. Moreover, in
one study [33], it is shown that the methods with the text
feature from ASR results, in addition to other input features,
still provide better performance for SER than those without,
indicating that text information is still essential to improve
SER performance.

In some of the previous studies [23], [26], [27], the effec-
tiveness of the SER methods on both transcriptions and ASR

VOLUME 10, 2022 115733



J. Santoso et al.: SER Based on Self-Attention Weight Correction for Acoustic and Text Features

results was tested. The experimental results showed that using
ASR results degrades the overall SER performance compared
with using transcriptions. Emotions cause ASR performance
degradation, an ongoing issue that many studies need to
address.

One of the most intuitive methods to alleviate this issue
is to improve the ASR performance for emotional speeches.
The lower word error rate has been shown in some stud-
ies [34], [35] to correlate with higher SER performance.
Therefore, it would be reasonable to reduce speech recog-
nition errors for emotional speeches to improve SER per-
formance. In one study [36], it was proposed to conduct
SER based on BLSTM and self-attention mechanisms using
ASR results while fine-tuning ASR simultaneously, which
results in SER performance improvement and ASR robust-
ness to emotions. The main drawback of this method is
that the fine-tuning of ASR performance alongside SER is
computationally costly. Moreover, it is difficult to collect data
with emotional labels and transcriptions that are essential
to perform fine-tuning properly. Combining the ASR results
from different recognizers and text embeddings has reduced
the impact of ASR performance degradation on SER [35].
In this method, a late fusion is performed in the form of
majority voting based on SVM predictions on the individual
feature sets combining acoustic features and text features
obtained from different text encodings and pre-trained speech
recognizers. These combinations can reduce the incorrect
emotion recognition caused by incorrect recognition results
without adapting the ASR to emotional speeches. However,
this method is complex and requires access to many dif-
ferent speech recognizers, text encodings, and acoustic fea-
tures. Another approach to indirectly reducing the effects of
ASR errors on SER performance is to employ a joint self-
supervised training approach using text, audio, and visual
information, as shown in some studies [37], [38]. The exper-
iment using ASR results as text information showed that
adding visual information to the text and audio as the main
information can improve the SER performance. Although the
performance is improved, visual information is unavailable in
many situations, making it challenging to apply this approach
practically.

In our study, we regard ASR performance deterioration in
emotional speeches as an essential cue for the presence of
emotion in different segments of speeches. For this reason,
we keep ASR and its results as is and instead utilize CM
in ASR results, which might hold essential emotional cues
in the speech segments, in our proposed SAWC to improve
SER performance. Our proposed method improves SER per-
formance without the need for the fine-tuning of ASR to
be robust to emotional speeches. The fine-tuning of ASR
helps reduce speech recognition errors in emotional speeches,
although it removes many essential emotional cues in the
speech segments. In addition, our proposed method assumes
the accessibility to only one speech recognizer and focuses
on utilizing helpful information found in the ASR results,
in contrast to the approach that combines multiple speech

recognizers and the one that utilizes other types of informa-
tion outside of speech and text.

III. BASIC SER METHOD
A. OVERVIEW
Figure 1 shows the general structure of a basic SER method,
which consists of the acoustic feature extractor, the text
feature extractor, and the emotion classifier. First, the SER
method receives inputs of speech and its ASR text. These
inputs are then fed to the acoustic and text feature extractors.
Then, the outputs of the acoustic feature extractor zacoustic and
text feature extractor ztext are concatenated as the output of the
intermediate layer z = zacoustic ⊕ ztext . Finally, these z data
are fed to the emotion classifier consisting of a dense network,
which outputs the probability of each emotion class.

FIGURE 1. General structure of a basic SER method.

In this study, the acoustic and text feature extractors are
based on the self-attention-based BLSTM. BLSTM is one
of the most commonly used networks to handle sequential
data, and the self-attention mechanism helps focus on the
important parts of the output of the BLSTM.

B. ACOUSTIC FEATURE EXTRACTION
Figure 2(a) illustrates the acoustic feature extractors in the
basic SER method. The input of our basic SER method con-
sists of MFCC, constant Q-transform (CQT), and F0. These
features with sequence length T , defined as x1, . . . , xT , are
then fed to the BLSTM to obtain ei, which is defined for each
frame index i as

ei = gi ⊕ hi, (1)

where g, h, and ⊕ represent the forward hidden states of
BLSTM, backward hidden states of BLSTM, and concate-
nation, respectively.

As not all the segments in an acoustic feature contribute to
the emotion class in a speech, we employ the self-attention
mechanism [17] that processes the output of the BLSTM.
The self-attention mechanism helps focus on the specific
words or segments from the input, which contains essential
information on emotion. In the acoustic feature extraction,
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FIGURE 2. Feature extractors in the basic method: (a) acoustic feature
extractor, (b) text feature extractor.

the self-attention mechanism weighs the importance of ei,
defined as

yi = mtanh(NeTi ), (2)

α1, . . . , αT = softmax(y1, . . . , yT ). (3)

αi is the attention weight at frame i, andm andN are trainable
parameters that can be represented as a layer of a dense neural
network. The weighted sum v from BLSTM and attention
weights is defined as

v =
T∑
i=1

αiei. (4)

After the weighted sum v is calculated, it is fed to a single
fully connected layer to obtain a fixed-length intermediate
layer representation, zacoustic, of acoustic features.

C. TEXT FEATURE EXTRACTION
Information from texts consists of word sequences and there-
fore must be converted to numeric vectors before being fed to
any deep-learning-based methods. The most common way to
process the texts is through word embeddings, which are vec-
tor representations of words. The word embeddings enable
the deep learning-based methods to process the text data.

Figure 2(b) illustrates the text feature extractor in the basic
SER method. The text feature extractor in the SER method
uses ASR text of the input utterance. ASR text is first encoded
by bidirectional encoder representations from transformers
(BERT) word embedding [39]. The resulting embeddings
with length L, defined as w1, . . . ,wL , are then fed to the
text feature extractor by the same process as that of the
acoustic feature extractor. Here, we obtain the fixed-length
intermediate layer representation ztext of text features.

IV. PROPOSED METHOD
A. PROBLEMS OF THE BASIC SER METHOD
In this section, we discuss the problems of the basic SER
method and then explain the details of our proposed method.
One main issue with the basic SER method is that the SER

FIGURE 3. Proposed SER method.

performance deteriorates owing to ASR errors. One of the
most prominent causes of these errors is the presence of
emotion in speech, because emotion changes the intonation
and pronunciation of the intended speech content.

As a reference, we investigated the word error rate of ASR
for neutral speeches and emotional speeches. In this study, we
use a pretrained ASR based on the Kaldi speech recognition
toolkit [40], using the speech data from Librispeech [41],
which consists of English speech from audiobooks. The word
error rate for this dataset is 3.8% under the clean condition.
On the other hand, the word error rate for the Interactive
Emotional Dyadic Motion Capture (IEMOCAP) dataset [42],
the English emotional speech dataset used to evaluate our
proposed method, using the same pretrained ASR is 43.5%.
The high word error rate for the IEMOCAP dataset indicates
that the presence of emotion considerably deteriorates ASR
performance.

Since ASR is not robust to the presence of emotion in
speech, the ASR text would contain many speech recognition
errors upon recognizing emotional speech. As explained in
the previous section, the acoustic and text feature extractors
of the basic SER method use BLSTM and a self-attention
mechanism. The self-attention mechanism focuses on the
important words and speech segments to determine emotion.
Focusing on the words incorrectly recognized by ASR results
in many incorrectly recognized emotions, thus deteriorating
the SER performance. One of the solutions to this problem
is to improve ASR performance to be robust to emotions
through retraining or fine-tuning as shown in Section II.
However, this solution requires a high computational cost and
might not be effective in improving SER performance. The
essential information regarding the presence of emotion in
segments containing speech recognition errors, which can be
focused on by a self-attention mechanism in acoustic feature
extraction, might be lost owing to ASR being more robust to
emotions.

We propose a method to improve the basic SER method
by adjusting the self-attention weights using CM and named
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this method self-attention weight correction (SAWC). It is a
critical component in the acoustic and text feature extractors.
SAWC resolves the issue without retraining or fine-tuning
ASR to be robust to emotions. The proposed SER method
is illustrated in Figure 3. The details of CM and the proposed
SAWC are explained in Sections IV-B and IV-C, respectively.

B. CM
In the field of speech recognition, one of the most promi-
nently used metrics for ASR reliability is CM [24]. CM
indicates how reliable ASR results is. CM falls in the range
of 0 to 1; 0 indicates an unreliable result and 1 indicates a
reliable result. CM has long been used in ASR to evaluate
word-level and sentence-level recognition results, accurately
discriminating parts that contain possible speech recogni-
tion errors. We employ CM in the Kaldi speech recognition
toolkit, which is based on the lattice posterior estimation.
An example of ASR results and CM aligned for each speech
segment and its corresponding spectrogram are illustrated in
Table 1 and Figure 4, respectively.

TABLE 1. Example of ASR results including the speech segments and
their CMs.

FIGURE 4. CM aligned for each speech segment and its corresponding
spectrogram. For display purposes, the CM of the silent segment is
set to 0.

C. SAWC USING CM
1) TEXT ATTENTION WEIGHT CORRECTION
In text features, SAWC aims to mitigate the effects of ASR
error on SER performance. SAWC here uses CM to sup-
press incorrectly recognized words or emphasize the more
correctly recognized words. Figure 5 illustrates the struc-
tures of the text feature extractors of the basic SER method
and our proposed method with SAWC. In both text feature

FIGURE 5. Structures of the text feature extractors of (a) the basic SER
method and (b) our proposed method with SAWC.

extraction structures, the flow begins with inputting the text
feature consisting of BERTword embeddings. These features
are fed to the text feature extractor using BLSTM and the
self-attention mechanism. CM ci is concatenated with self-
attention weights αi and will be fed to an LSTM network
and dense network. The output from the network is then
normalized using the softmax function to obtain new attention
weights. SAWC is defined as

si = Dense(LSTM (αi ⊕ ci)), (5)

β1, . . . , βT = softmax(s1, . . . , sT ), (6)

where β1, . . . , βT indicate the resulting self-attention
weights. Here, the LSTM layer learns and adjusts the
attention weights by also considering the CM sequence.
β1, . . . , βT are then used to calculate the weighted sum of
the BLSTM outputs defined as

v′ =
T∑
i=1

βiei, (7)

where v′ represents the new weighted-sum feature, now used
as the updated ztext .

In a previous study [25], we investigated three applications
of CM in text feature extraction: early fusion, late fusion,
and SAWC. The early fusion concatenates CM with the
input text feature before inputting it into BLSTM, whereas
the late fusion concatenates CM with the features extracted
by BLSTM. As indicated in the previous study, the result
shows that the SAWC mentioned above achieves the best
performance among the various applications.

2) ACOUSTIC ATTENTION WEIGHT CORRECTION
Figure 6 illustrates the structures of acoustic feature extrac-
tors of the basic SER method and our proposed method
with SAWC. In both acoustic feature extractors, the flow
begins with inputting the acoustic features MFCC, CQT, and
F0. These features are fed to the acoustic feature extractor
consisting of BLSTM and the self-attention mechanism.
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FIGURE 6. Structures of acoustic feature extractors of (a) the basic SER
method and (b) our proposed method with SAWC.

On the basis of the application of CM in the text features,
we apply SAWC to acoustic feature extraction. The aim of
SAWC in the acoustic features is to utilize the information
contained in the speech segments having a high probability
of ASR errors and focus on these segments. The idea is that
emotions cause pronunciation changes in specific speech seg-
ments resulting in ASR errors; therefore, the speech segments
with a high probability of ASR errors contain information
helpful in determining emotions. Here, we align the CM
from each word to the corresponding speech segments in
the acoustic features, as illustrated in Figure 4. Since SAWC
needs to have the same sequence length of CM as that of self-
attention, for each of the words in the recognition result, the
CMs on the start and end times are aligned to the correspond-
ing speech segments. The silent segments are assumed to be
correctly recognized, and CM on those segments is set to 1.
The aligned CM, which has the same length as the acoustic
feature and the calculated self-attention weights, is used for
SAWC in the acoustic features. The self-attention weights of
the acoustic features are concatenated with the aligned CM
and updated, similarly to the calculations in Eqs. (5) and (6).
The updated self-attention weights of the acoustic feature are
then multiplied by the output of the BLSTM in the acoustic
feature extractor similarly to the calculation in Eq. (7), and
the updated zacoustic is produced.

V. EXPERIMENT AND DISCUSSIONS
A. EXPERIMENT OVERVIEW
To evaluate the effectiveness of our proposed method, we
conducted three experiments using the same dataset and eval-
uation metrics explained in Section V-B. First, we compare
the performance of the basic SER method with our proposed
method with different input feature combinations. The input
features used for each of the SER methods include the com-
bination of acoustic and text features, where the text features
can be either transcriptions or ASR results. We evaluate the
performance of the proposed method with SAWC applied

to only acoustic features, text features, and both features.
We used the same input features and classifier specifications
throughout this experiment. In addition, we also analyze
the SAWC mechanism in correcting the attention weights
through visualization.

Second, we compare the performance of our proposed
method with the state-of-the-art SER methods. All the state-
of-the-art methods compared are deep-neural-network-based
SER methods using acoustic and text information. Three
methods use transcriptions as text information, while the
rest use ASR results as text information. As our proposed
method uses ASR results as text information, themethods that
use transcriptions as text information will only be used as a
reference in ideal situations and will not be used for a direct
performance comparison with our proposed method.

Finally, following the visualization analysis conducted in
the first experiment, we investigated whether SAWC can be
replaced by CM by comparing our proposed method with a
method using CM as attention weight.

B. DATASET
In this study, we use the IEMOCAP dataset [42], which is one
of the benchmark datasets for emotion recognition, to evalu-
ate the effectiveness of the proposed method. The IEMOCAP
dataset was developed when conventional machine learning
methods, such as support vector machines, decision trees,
logistic regression, and early neural networks, were the most
commonly used methods to conduct SER. It is also used to
evaluate the recent deep-learning-basedmethods. The IEMO-
CAP dataset consists of approximately 12 h of speech. The
IEMOCAP dataset consists of scripted and improvised emo-
tional speeches divided into five sessions, each containing
one male and one female speaker. There are ten speakers (five
males and five females) in the IEMOCAP dataset. We used
the data from four emotion classes (happy, sad, neutral, and
angry). To make the dataset conditions similar to those in
previous works, we grouped the utterances labeled as excited
with the utterances labeled as happy. The experiments were
performed with five-fold cross-validation. The training set
consists of speech data from four sessions, and the test set
consists of the speech data from the remaining one session,
ensuring speaker independence. The evaluation metrics for
this study are the average unweighted accuracy (UA) and the
average weighted accuracy (WA), as in the previous studies.
In addition, we also use the F-score as the evaluation metric
for the performance of each emotion class. The UA, WA, and
F-score are respectively defined as

UA =

∑N
i=1 tii∑N

i=1
∑N

j=1 tij
, (8)

WA =
1
N

N∑
i=1

tii∑N
j=1 tij

, (9)

F-score =
2

1
precision +

1
recall

, (10)
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where N is the number of classes and tij is the number of
data labeled as class i and predicted as class j. The details of
the dataset used in this study are shown in Table 2, and the
number of speech data for each emotion class and recording
session is shown in Table 3.

TABLE 2. Dataset specifications.

TABLE 3. Number of speech data for each emotion class and recording
session.

C. INPUT FEATURES
The features used as input to the basic and the proposed
SER method were divided into acoustic and text features. For
the acoustic features, we extracted a 33-dimensional feature
consisting of 20-dimensional MFCCs, 12-dimensional CQT,
and one-dimensional F0. All of the acoustic features are
extracted using Librosa [43]. For the text features, first, we
conducted ASR on the input speeches using a recognizer
based on the Kaldi acoustic recognition toolkit pretrained
with the Librispeech dataset. The Librispeech dataset consists
of approximately 1000 h of speeches sampled at 16 kHz.
Next, we encoded ASR texts using BERT pretrained using
lower-case English texts. The pretrained BERT consists of
12 layers and 110Mparameters, resulting in 768-dimensional
text features. The pretrained BERT is named bert-based-
uncased, a public BERT model available in [44].

D. CLASSIFIER SPECIFICATIONS
The SER consists of an acoustic feature extractor, a text
feature extractor, and an emotion classifier. The basic SER
method comprises a two-layer BLSTM with 128 units and
a self-attention mechanism. Each of the feature extractors
consists of BLSTMwith 128 units and a self-attentionmecha-
nism, resulting in a 128-dimensional vector representation for
zacoustic and ztext for the acoustic and text feature extractors,
respectively. SAWC in acoustic and text feature extractors
uses BLSTM that receives two-dimensional inputs, providing
a two-dimensional output and a dense layer that outputs
a one-dimensional output. The resulting intermediate layer
representation z is a 256-dimensional vector consisting of

a 128-dimensional vector from each of the acoustic and
text features. The intermediate layer representation is fed to
the emotion classifier, consisting of two dense layers with
(256–64–4) units. In this experiment, we used Adam [45]
as the optimizer with a learning rate of 0.0001 and a weight
decay of 0.00001. The dropout was set to 0.3. The batch size
was set to 40. The results were taken from the highest WA out
of 100 epochs.

Figure 7 shows the graphical representation of loss andWA
during the training on one of the folds in our proposedmethod
using SAWC on both acoustic and text feature extractors.
Here, the x-axis represents the number of model training
epochs, and the y-axis respectively represents loss and WA
in the left and right graphs. In the loss representation, the
loss in the training phase decreases until the last epoch,
whereas that in the testing phase decreases up to epoch
80 and starts to overfit afterward. On the other hand, in
the WA representation, the accuracy in the training phase
improves close to 100% until the last epoch, whereas that in
the testing phase increases to epoch 40 and tends to plateau
afterward.

FIGURE 7. Graphical representation of loss and WA during the training of
the proposed method.

E. COMPUTATION ENVIRONMENT
In the experiments, we conducted both the training and test-
ing phases using the GPU. Owing to the large amount of
calculation needed during the training phase of our proposed
method, it is recommended to use GPU for training. On the
other hand, the testing phase can be conducted using either
GPU or CPU. The computer used for the experiment has
NVIDIA Quadro RTX 6000 GPU with 24 GB of RAM and
Intel Core i9-10940X 3.3 GHz CPUwith 32 GB of RAM. All
the programs were run using the operating system Ubuntu
18.04. All the programs were written in the Python 3 pro-
gramming language using PyTorch 1.4.0 [46] as the library.
The evaluation metrics are calculated using the Scikit-learn
[47] toolbox.

We measured the average computational time in our pro-
posed method of SER using SAWC on both acoustic and
text features. Our proposed method ran for 41.798 s on GPU
for each epoch in the training phase. On the other hand, our
proposed method ran for 0.011 s on GPU and 0.375 s on CPU
for each utterance in the test phase.
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TABLE 4. Performance comparison of the basic SER method with different input features and our proposed method with different SAWC combinations.

F. EXPERIMENTAL RESULTS
1) COMPARISON OF THE APPLICATION OF SAWC
Table 4 shows the performance of the basic SERmethod with
different combinations of input features and SAWCs using
CM. Here, we conducted the experiment of the basic SER
method using only acoustic features, only text features, and
both features. The text features were divided into two types,
one using human-based transcriptions provided in the dataset
and the other using ASR text. The experiments were run with
the same classifier specifications for each input feature.

From the comparison, the performance of the basic SER
method using only acoustic features yields UA and WA of
61.1% and 64.3%, respectively. The SER method using only
transcriptions yields the UA and WA of 75.5% and 75.6%,
whereas that using ASR text as the input yields a lower per-
formance of 71.8% and 71.9% in UA and WA, respectively.
The method combining acoustic features and transcriptions
achieved the UA and WA of 78.6% and 78.4%, respectively,
which are significantly higher than those obtained by the
method using only acoustic features or transcriptions. The
same increase can also be observed by combining acoustic
features and ASR text, achieving the UA and WA of 73.9%
and 74.2%, respectively. The decline in the performance of
the basic SER method using ASR text as the input text
features compared with that using transcriptions is due to the
performance deterioration of ASR caused by the presence
of emotions in speeches, resulting in incorrect recognition
results being used.

Now, we compare the SER performance of the proposed
SER method using SAWC with CM on the acoustic and text
features with the performance of the basic SER method using
acoustic features and ASR text. First, applying SAWC with
CM to the text feature only (Acoustic without SAWC + ASR
text with SAWC) improved both the UA and WA compared
with the basic SER method by 1.6% and 1.1% to 75.5% and
75.3%, respectively. One explanation is that SAWC considers
the words with lowCMs as speech recognition errors, thereby
reducing the attention weights on these words and adjusting
the attention weights to focus more on the correctly recog-
nized words.

On the other hand, applying SAWC to the acoustic feature
only (Acoustic with SAWC + ASR text without SAWC) also
improved both the UA and WA compared with the basic
method by 2.2% and 1.9% to 76.1% and 76.1%, respectively.

The results show that SAWC can improve the acoustic feature
extraction by adjusting the importance weights of the speech
segments in accordance with CM. One possible explanation
is that the speech recognition errors in the speech segments
contain information essential to determining the emotion;
therefore, emphasizing these parts results in their being con-
sidered more in the decision of the emotional output label.

Furthermore, the proposed SERmethod combining SAWC
with CM on acoustic and text features yields the UA and
WA of 76.8% and 76.6%, respectively, which is a further
performance improvement compared with the method apply-
ing SAWC on either acoustic or text feature extractors. The
result implies that combining the two types of input enhanced
with SAWC can improve the overall SER performance. The
performance of our proposed method is close to that of the
basic SER method using acoustic features and transcription.

We also evaluated the performance using F-score for each
emotion class, as shown in Table 4. Overall, the trend of
improvement of the F-score for each emotion on different
input features is similar to those in UA and WA. The neutral
class has the lowest F-score among the four emotion classes;
we will discuss this in Section V-F-3.

2) COMPARISON WITH STATE-OF-THE-ART METHODS
Next, we compare the performance of our proposed method
with those of state-of-the-art methods, as shown in Table 5.
Most reports did not show the results in other metrics such
as F-score for each emotion class. Therefore, we compare
the performance of our proposed method with those of
state-of-the-art methods only in terms of UA and WA. The
state-of-the-art methods used for comparison are SER meth-
ods using acoustic and text features. The text feature is further
separated into transcriptions and ASR text, where ASR text
has a word error rate of 43.5%, indicating that many of the
speech data contain incorrect text information, whereas the
transcriptions can be assumed to have no such errors.

In terms of UA andWA, our proposed method outperforms
the state-of-the-art SER methods using acoustic and ASR
results as input information. Although our proposed method
has yet to achieve the performance of the state-of-the-art SER
methods using acoustic and transcriptions, the differences in
UA andWA from those of the best state-of-the-art method are
1.6% and 0.9%, respectively, which means their accuracies
are similar.
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TABLE 5. Proposed and state-of-the-art methods.

3) CONFUSION MATRIX OF THE SER CLASSIFIER
Figure 8 shows the confusion matrices of the basic SER
method and the proposed method, which combines both
acoustic and text feature extraction with SAWC using CM.
Compared with the basic SER method, most emotions except
for neutral emotions have gains in the number of correctly
classified speeches. The F-score for neutral emotions is only
about 66.2%, whereas those for other classes are above 75%.
Neutral speeches are mistaken for all classes, especially
happy speeches. One possible explanation is that SAWC
might have emphasized the speech segments that contain
incorrect recognition results, indicating the possible presence
of emotion despite the speech being neutral.

FIGURE 8. Confusion matrices of the basic SER method and our proposed
method showing the best result.

4) VISUALIZATION OF SAWC
We discuss SAWC with CM in the proposed method through
visualization. Here, we take an example of an utterance
labeled as angry that had been incorrectly recognized as
neutral by the basic SER method; it is the same utterance as
the example shown in Table 1 and Figure 4.

Figure 9 shows SAWC with CM in the proposed method
applied to the text feature extractor. The graphs from top
to bottom respectively show the text attention weight before
the update, CM aligned to each word, and the updated text
attention weights. Here, some of the words with low CMs,
which are more likely to be incorrectly recognized, were
weighted more, whereas the words with high CM or the cor-
rectly recognized words were weighted less. By applying our
proposed SAWC, we can reduce the text attention weights on
the words with low CMs, whereas the words with high CMs
are slightly emphasized. The visualization of the updated self-
attention weights showed that applying the proposed method

to the text features successfully improved the performance by
suppressing the effects of ASR errors.

FIGURE 9. SAWC applied to the text feature extractor.

Figure 10 shows SAWC with CM in the proposed method
applied to the acoustic feature extractor. The graphs from
top to bottom respectively show the acoustic attention weight
before the update, CM aligned to the acoustic frames and their
corresponding ASR text, and the updated acoustic attention
weights. Similarly to Figure 4, we set the silent speech seg-
ments to 0 for display purposes, in contrast to the experiment
where the silent speech segments are set to 1. Here, the plot
of updated attention weights resembles the inverted shape of
the plot of CM aligned to the acoustic frame, where some
parts contain the peak values from the attention weight before
applying SAWC. SAWC works differently on the acoustic
features from that on the text features. In the acoustic features,
self-attention is adjusted to focus on the speech segments
containing the speech recognition errors, which would likely
have low CM. SAWC still considers the part previously
focused on by self-attention, although not as much as CM.
The visualization of SAWC confirms that the speech segment
emphasized might be affected by emotion, thus containing
information essential for SER.

FIGURE 10. SAWC applied to the acoustic feature extractor.

5) COMPARISON WITH THE METHOD USING CM AS
ATTENTION WEIGHT
To extend our results and discussion, we also investigate
whether replacing the self-attention mechanism in the acous-
tic feature extractor with the inversely aligned CM, which is
obtained by replacing CM c1, . . . , cT by 1− c1, . . . , 1− cT ,
yields results similar to those obtained by SAWC with CM.
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TABLE 6. UA and WA of proposed method and basic SER method using CM as attention weight.

The inversely aligned CM is considered to be due to the
updated attention weights in the bottom part of Figure 10
showing a similar pattern. Here, we substitute the attention
weights with the inversely aligned CM instead of applying
the correction to the attention weights.

r1, . . . , rT = softmax(1− c1, . . . , 1− cT ) (11)

c′ =
T∑
i=1

riei (12)

In this evaluation, we applied softmax to the inversely aligned
CM weights and use them as the attention weights in the
acoustic feature extractor.

Table 6 shows the UA and WA of the proposed method
and the method with inversely aligned CM used as attention
weights. The result shows that the inversely aligned CM used
as attention weights yields a slightly lower UA, WA, and
overall F-score for each emotion class. Despite the similarity
of the updated attention weights to the inversely aligned CM,
the attention weights in the proposed method before applying
SAWC still hold some significance in the weights of the
acoustic feature. It can be inferred that both the weights from
the attention mechanism and the CM aligned to the acoustic
frames are still essential in determining the important seg-
ment in the acoustic features.

VI. CONCLUSION
We proposed a BLSTM- and self-attention-based SER
method using SAWC with CM. The idea is to mitigate the
effects of ASR error on text feature extraction by reducing
the weight of the words with low CM, which are likely to
be a speech recognition error, and to emphasize the speech
segments with low CM as segments with a higher probability
of containing emotion in the acoustic feature. By utilizing
the information from CM in ASR results and SAWC, our
method can improve the SER performance. Our method does
not require fine-tuning of ASR to be robust to emotion; this
fine tuning incurs a high computational cost and might lose
the important emotional cues in the segments with speech
recognition errors. The experimental results demonstrated
that our proposed method using SAWC in acoustic and text
feature extractors improved the classification performance
parameters UA and WA by 2.9% and 2.4%, respectively,
compared with those of the basic SER method. In addition,
our proposed method outperformed the state-of-the-art SER
methods.

For future directions, wewould like to investigate the effec-
tiveness of our proposed method in other emotional speech

corpora, including those in other languages. Other directions
include applying our proposed method in practical situations
such as business conversations.
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