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Abstract

The performance of sound event detection (SED) has been
considerably improved by applying deep learning-based
methods. However, they still have one drawback that a large
amount of data with strong labels consisting of occurring
event classes, beginning and end times are needed. To solve
the problem, some methods using data with weak labels con-
sisting of only occurring event classes, which require less
preparation, have been proposed. Furthermore, the use of un-
labeled data has been attracting attention as a means of further
reducing the cost of preparing training data. In this paper, we
apply semi-supervised learning using a generative adversar-
ial network (GAN) to SED and extend it to generate weakly
labeled data. Unlike simple data augmentation with GAN,
generated data are used not only for the training of SED but
also for the training of GAN to obtain the effect of multi-
task learning. To evaluate the effectiveness of the proposed
method, we conducted a SED experiment using the dataset
provided by Detection and Classification of Acoustic Scenes
and Events (DCASE) 2020 Task 4. The proposed method im-
proved the event-based F1 score by 3.76% and the segment-
based F1 score by 6.59% compared with the baseline method
without GAN.

1. Introduction

Sound event detection (SED) is important for applications
such as automated vehicles and security systems. As shown
in Fig. 1, SED detects the beginning and end of each sound
event and identifies its class. It is expected to be used to
monitor the situation outside automated vehicles and to de-
tect anomalous sounds in security systems.

As highlighted in Detection and Classification of Acous-
tic Scenes and Events (DCASE) [1], an international com-
petition for environmental sound recognition, deep learning
using a neural network (NN), especially a convolutional neu-
ral network (CNN), is often used for SED. Training for SED
requires a large amount of data with strong labels consist-
ing of occurring event classes and beginning and end times,
but strong labeling requires the analysis of acoustic data by
listening and visual confirmation of frequency spectrograms.

event 1 (ex. dog)

begin end

begin end

Figure 1: Overview of SED

Therefore, the preparation of thousands of data required for
training has a huge human and time cost.

As a conventional solution, methods using data with weak
labels consisting of only occurring event classes, which re-
quire less preparation, have been proposed to improve the de-
tection accuracy [2, 3]. Recently, the use of unlabeled data
has been attracting attention as a means of further reducing
the cost of preparing training data. For example, a method
that applies Mean-Teacher [4] to SED, i.e., semi-supervised
learning has been proposed [5].

In the field of image recognition, a semi-supervised learn-
ing method based on a generative adversarial network (GAN)
[6] that uses unlabeled image data has been proposed [7]. The
original GAN consists of a generator that generates realistic
data and a discriminator that determines whether the input
data is realistic or not (binary real/fake classification). On
the other hand, in semi-supervised learning using GAN [7],
the image classification model is trained to solve the image
recognition task (main task) using a small amount of labeled
data and to perform the binary real/fake classification task
(subtask) with a large amount of unlabeled data. This corre-
sponds to multi-task learning [8], in which a single network
is trained to solve multiple similar tasks. It is known that
multi-task learning improves the accuracy and generalization
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Figure 2: Apllication of semi-supervised learning using GAN
to SED

performance of the main task even if there are not enough
training data.

In this paper, we apply semi-supervised learning using
GAN [7] to SED and extend it to generate weakly labeled
data. Unlike simple data augmentation with GAN, generated
data are used not only for the training of SED but also for the
training of GAN to obtain the effect of multi-task learning.
We verify the effectiveness of our proposed method through
a comparison experiment.

2. Semi-supervised learning with GAN

In this paper, we apply semi-supervised learning using
GAN [7] to SED. Fig. 2 shows its overview. The gen-
erator works in the same manner as in the original GAN,
i.e., it generates data from an input random vector, and is
trained so that the generated data are considered realistic by
the discriminator. On the other hand, the discriminator is
trained for the SED task (main task) using a small amount of
strongly/weakly labeled real data and is also trained for the
binary real/fake classification task using strongly/weakly la-
beled real data, unlabeled real data, and unlabeled generated
data. The ability to extract features common to both binary
real/fake classification and SED is improved; thus, it is ex-
pected to improve the detection accuracy and generalization
performance of SED.

3. Proposed method

In the proposed method, as described above, the discrimi-
nator deals with SED as the main task and the binary real/fake
classification task as the subtask. The difference from the
method in Section 2. is that the weakly labeled generated
data are directly used for training for the SED task, as well as
for the binary real/fake classification task.

As shown in Fig. 3, the discriminator and the generator
perform the training alternately. The discriminator uses the
generated data not only for the subtask of binary real/fake
classification but also for the main task of SED. It means that
the discriminator is trained using the weakly labeled data gen-
erated in each training step, in addition to the strongly/weakly
labeled real data and unlabeled real data. By updating the pa-
rameter with weakly labeled data generated in each step dur-
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Figure 3: Training of discriminator using weakly labeled gen-
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Figure 4: Training of generator to generate weakly labeled
data
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Figure 5: Selection of generated data by binary real/fake clas-
sification
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ing training, we expect more accurate optimization for SED.
Note that since the learning speed of the discriminator was
faster than that of the generator in an experiment described
below, we decided not to train for SED in the early stage of
learning.

On the other hand, the generator is trained to generate data
of a specified event class using the Auxiliary Classifier GAN
method [9] as shown in Fig. 4. The generator maximizes the
cross-entropy loss of the discriminator to generate more real-
istic data and minimizes the cross-entropy loss of the classi-
fier to generate data where an event of a specified class oc-
curs. Here, the classifier is pre-trained for the acoustic event
class classifier, and its network parameters are frozen.

To ensure that the data generated by the generator improves
the accuracy of SED, we select reliable generated data to be
used for training for SED, as shown in Fig. 5. We perform
batchwise binary real/fake classification on the generated data
and use only the data that are considered realistic for SED
training. As a result, we may augment the data using more
realistic data.

The difference between the proposed method and the
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method that performs simple data augmentation using GAN
[10] is that the proposed method continues the training of
GAN during the training for SED. It means that the proposed
method enables to obtain the effect of multi-task learning [8].

4. Evaluation of the effectiveness of proposed method

4.1 Experiment overview

In this experiment, we used the dataset provided by
DCASE 2020 Task 4 [11]. DCASE 2020 Task 4 involves the
detection of acoustic events in a home environment. In this
task, we are required to detect 10 classes of events, such as
human voices and dog barks. The training data are all 10-sec
acoustic data: 2584 strongly labeled real data generated us-
ing the impulse response of real measurements, 1578 weakly
labeled real data from real recordings, and 14412 unlabeled
real data from real recordings. The amount of unlabeled data
is much larger than the amount of strongly and weakly la-
beled data, so deciding to utilize the unlabeled data is one of
the challenges in this task.

The evaluation metric for this task is the event-based F1
score, and the score of the baseline method for this task is
34.80% [11]. The higher the F1 score, the higher the de-
tection accuracy. Here, event-based refers to whether or not
the detection was performed correctly, including the start and
end times for each event. The segment-based F1 score is
also used. This is a second-by-second evaluation of whether
the occurring event has been detected correctly. The event-
based score is a more stringent evaluation criterion than the
segment-based score.

In this experiment, we compared the following four learn-
ing methods:

e Baseline SED
It trains for SED using only strongly and weakly labeled
real data; GAN is not used.

e Proposed method A
It generates unlabeled data and uses them only for train-
ing for binary real/fake classification to improve the de-
tection accuracy by multi-task learning. It corresponds
to the method in Section 2..

e Proposed method B
It generates weakly labeled data and uses them for train-
ing for SED as well as for binary real/fake classification
to further improve the detection accuracy. It corresponds
to the method in Section 3..

e Simple data augmentation using GAN [10]
It uses weakly labeled data generated by the pre-trained
generator for training for SED.

Table 1 summarizes the data used by each method for
SED and binary real/fake classification. When training with

Table 1: Training data used in each method

Real Generated
Strong | Weak | Unlabeled | Weak | Unlabeled
- SED O @) - - -
Baseline SED Real/Fake

] SED O @) - - -

Proposed method A Real/Fake ®) @) @) = @)

] SED O O - @) -
Proposed method B Real/Fake @) @) @) @)
Simple data augmentation SED O O - O
using GAN [10] Real/Fake -

Table 2: F1 scores in each method

event-based | segment-based
Baseline SED 36.70% 56.63%
Proposed method A 39.31% 61.84%
Proposed method B 40.46% 63.22%
Simple data augmentation
using GAN [10] 37.82% 59.31%

weakly labeled data in each method, we used a method in
which combinations of different multiple instance strategies
and different poolings are considered [3].

Fig. 6 shows the network configurations for the discrimi-
nator, generator, and classifier in this experiment. These net-
work configurations are common for all methods. The dis-
criminator is based on the literature [3] and consists of three
layers of CNN blocks. The generator is based on the GAN-
based acoustic data generation method [12], which first gen-
erates a feature map from a random vector using a fully con-
nected network, then expands the feature map using CNN and
upsampling blocks, and finally outputs fake acoustic data. In
accordance with the method used in DCASE 2020 Task 4,
which uses weak label classification [13], the classifier con-
sists of six layers of CNNs.

4.2 Experimental results and discussion

Table 2 shows the experimental results. From the table,
we can see that the proposed method A improved the F1-
score compared with the baseline SED method by utilizing
unlabeled data. The proposed method B further improved
the event-based F1 score by 1.15% and the segment-based
F1 score by 1.38% compared with the proposed method A.
The proposed method B also improved the F1-score com-
pared with the method with simple data augmentation using
GAN. These results confirmed that by integration of multi-
task learning and data augmentation using GAN, further im-
provement of the detection accuracy was achieved.

Furthermore, to investigate the effect of the selection of
the generated data in the proposed method B, we conducted
an additional experiment using the proposed method B with-
out the selection of the generated data. The result showed
that the data selection processing improved the event-based
F1 score by 0.55% and segment-based F1 score by 0.70%,
respectively.
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Figure 6: Network configurations for the discriminator, generator, and classifier

5. Conclusion

In this paper, we applied semi-supervised learning using
GAN to SED and extended it to generate weakly labeled data.
Unlike simple data augmentation with GAN, generated data
are used not only for the training of SED but also for training
of GAN to obtain the effect of multi-task learning. To evalu-
ate the effectiveness of the proposed method, we conducted a
SED experiment using the dataset provided by DCASE 2020
Task 4. The results confirmed that the proposed method im-
proved the event-based F1 score by 3.76% and the segment-
based F1 score by 6.59% compared with the baseline SED
method without GAN.
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