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We discuss the frequency-domain blind source separation (BSS) of convolutive mixtures when the number of source signals is
large, and the potential source locations are omnidirectional. The most critical problem related to the frequency-domain BSS
is the permutation problem, and geometric information is helpful as regards solving it. In this paper, we propose a method for
obtaining proper geometric information with which to solve the permutation problem when the number of source signals is large
and some of the signals come from the same or a similar direction. First, we describe a method for estimating the absolute DOA by
using relative DOAs obtained by the solution provided by independent component analysis (ICA) and the far-field model. Next,
we propose a method for estimating the spheres on which source signals exist by using ICA solution and the near-field model.
We also address another problem with regard to frequency-domain BSS that arises from the circularity of discrete-frequency
representation. We discuss the characteristics of the problem and present a solution for solving it. Experimental results using
eight microphones in a room show that the proposed method can separate a mixture of six speech signals arriving from various
directions, even when two of them come from the same direction.
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1. INTRODUCTION

Blind source separation (BSS) [1, 2] is a technique for es-
timating original source signals using only observed mix-
tures. The BSS of audio signals has a wide range of appli-
cations including speech enhancement [3] for speech recog-
nition, hands-free telecommunication systems, and high-
quality hearing aids. Independent component analysis (ICA)
[4–7] is one of the main statistical methods used for BSS. It
is theoretically possible to solve the BSS problem with a large
number of sources by ICA, if we assume that the number of
sensors is equal to or greater than the number of source sig-
nals. However, there are many practical difficulties.

In most realistic audio applications, the signals are mixed
in a convolutive manner with reverberations, and the sepa-
ration system that we have to estimate is a matrix of filters,
not just a matrix of scalars. Although many studies have been
undertaken on BSS in a reverberant environment [8], most
of them have assumed two source signals arriving from dif-
ferent directions, and only a few studies have dealt with more
than two source signals.

There are two major approaches to solving the convo-
lutive BSS problem. The first is the time-domain approach,
where ICA is applied directly to the convolutive mixture

model [1, 9, 10, 12, 13]. Matsuoka et al. [11] have shown
that time-domain ICA can solve the convolutive BSS prob-
lem of eight sources with eight microphones in a real envi-
ronment. Unfortunately, the time-domain approach incurs
considerable computational cost, and it is difficult to obtain
a solution in a practical time.

The other approach is frequency-domain BSS, where ICA
is applied to multiple instantaneous mixtures in the fre-
quency domain [14–24]. This approach takes much less com-
putation time than time-domain BSS. However, it poses an-
other problem in that we need to align the output signal
order for every frequency bin so that a separated signal in
the time domain contains frequency components from one
source signal. This problem is known as the permutation
problem.

Many methods have been proposed for solving the per-
mutation problem, and the use of geometric information,
such as beam patterns [17, 19, 20], direction of arrival
(DOA), and source locations [14], is an effective approach.
We have proposed a robust method that combines the DOA-
based method [17, 19] and the correlation-based method
[18], which almost completely solves the problem for two-
source cases [22]. However it is insufficient when the num-
ber of signals is large or when the signals come from the same
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Figure 1: Flow of frequency-domain BSS (N =M = 2).

or similar direction. In this paper, we propose a method for
obtaining proper geometric information for solving the per-
mutation problem in such cases.

There is another problem with regard to the frequency-
domain approach. Frequency-domain BSS is influenced by
the circularity of the discrete-frequency representation. This
causes a problem when we convert separation matrices in the
frequency domain into separation filters in the time domain
[25, 26]. This problem is not well known since it is not seri-
ous in a two-source case but it becomes serious as the num-
ber of sources increases. We also discuss the characteristics
and the reason for this problem and present a solution based
on spectral smoothing.

This paper is an extended version of our conference pa-
pers [23–25], whose contents are partially summarized in
our survey articles [27, 28]. In this paper, we describe prob-
lems of sensitivity and ambiguity regarding DOA estimation
in detail. We also carry out detailed experiments to examine
the effectiveness of the spectral smoothing and the scaling
adjustment when the number of source signals is large.

This paper is organized as follows. In Section 2, we review
frequency-domain BSS and its inherent problems of permu-
tation and scaling. In Section 3, we propose a method for lo-
calizing source signals by using the ICA solution with near-
field and far-field models. The geometric information ob-
tained with our method is useful for solving the permutation
problem. In Section 4, we discuss the problem of the circular-
ity, which becomes crucial when the number of source signals
is large, and propose a solution. The experimental results and
discussions are presented in Section 5. Section 6 concludes
this paper.

2. FREQUENCY-DOMAIN BSS

When N source signals are s1(t), . . . , sN (t) and the signals ob-
served by M sensors are x1(t), . . . , xM(t), the mixing model
can be described by the following equation:

xj(t) =
N∑

i=1

∑

l

h ji(l)si(t − l), (1)

where hji(l) is the impulse response from source i to sensor j.
We assume that the number of sources N is known or can be
estimated in some way (e.g., by [20]), and the number of sen-
sors M is equal to or greater than N (N ≤M). The separation
system typically consists of a set of FIR filters wk j(l) of length
L designed to produce N separated signals y1(t), . . . , yN (t),
and it is described as

yk(t) =
M∑

j=1

L−1∑

l=0

wk j(l)xj(t − l). (2)

Figure 1 shows the flow of BSS in the frequency domain.
Each convolutive mixture in the time domain is converted
into multiple instantaneous mixtures in the frequency do-
main. Therefore, we can apply an ordinary ICA algorithm
[7] in the frequency domain to solve a BSS problem in a re-
verberant environment. Using a short-time discrete Fourier
transform (DFT), the mixing model is approximated as

x( f ,m) = H( f )s( f ,m), (3)

where f denotes a frequency, m is a frame index, s( f ,m) =
[s1( f ,m), . . . , sN ( f ,m)]T is a vector of the source signals in
the frequency bin f , x( f ,m) = [x1( f ,m), . . . , xM( f ,m)]T is
a vector of the observed signals, and H( f ) is a matrix con-
sisting of the frequency responses Hji( f ) from source i to
sensor j. The separation process can be formulated in each
frequency bin as

y( f ,m) =W( f )x( f ,m), (4)

where y( f ,m) = [y1( f ,m), . . . , yN ( f ,m)]T is a vector of the
separated signals, and W( f ) represents the separation ma-
trix. W( f ) is determined so that the elements of y( f ,m) be-
come mutually independent for each f .

In the experiments shown in Section 5, we calculated W
by using a complex-valued version of FastICA [7, 30] and
improved it further by using InfoMax [5] combined with the
natural gradient [31] whose nonlinear function is based on
the polar coordinate [32].
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2.1. Permutation and scaling problems

The ICA solution suffers permutation and scaling ambigui-
ties. This is due to the fact that if W( f ) is a solution, then
D( f )P( f )W( f ) is also a solution, where D( f ) is a diagonal
complex-valued scaling matrix, and P( f ) is an arbitrary per-
mutation matrix. Before constructing output signals in the
time domain, we have to align the permutation so that each
channel contains frequency components from one source
signal.

The scaling ambiguity causes a filtering effect in the time
domain. We have to determine D( f ) so that the output sig-
nals become natural based on certain criteria. There is a sim-
ple and reasonable solution for the scaling problem:

D( f ) = diag
{[

P( f )W( f )
]−1}

, (5)

which is obtained by the minimal distortion principle
(MDP) [9] or the projection back method [18], and we can
use it. By using this solution, the output signal yi becomes an
estimation of the reverberant version of source si measured
at sensor i. On the other hand, the permutation problem is
complicated, especially when the number of source signals is
large, since the number of possible permutations increases to
the factorial of N .

2.2. Solutions for permutation problem

There are various methods for solving the permutation prob-
lem. Geometric information, such as beam patterns [17, 19,
20], direction of arrival (DOA), and source locations [14],
is useful for solving the problem. This approach is robust,
however, it is not precise since the estimation of the geo-
metric information fails in some frequency bins, especially
in lower frequency bins. Another approach is based on the
interfrequency correlations of output signal envelopes [18].
However, the correlation-based method is not robust since a
misalignment at one frequency bin causes consecutive mis-
alignments.

We have proposed a robust and precise method by com-
bining the DOA-based method and the correlation-based
method, which almost completely solves the permutation
problem for two sources that come from different directions
[22]. However the DOA-based method fails in the first stage
when the signals come from the same or similar directions.
Even if the signals come from different directions, when the
number of signals is large or the source locations are om-
nidirectional, there are problems of sensitivity and ambigu-
ity regarding DOA estimation, which are described later. In
such cases, we have to rely on the correlation-based method,
which is unstable. In the next section, we propose a method
for obtaining proper geometric information for solving the
permutation problem in such cases. The first method is to
unify relative DOAs obtained by ICA solution. The second
method is to estimate spheres on which source signals exist
by using the ICA solution and near-field model.

3. SOURCE LOCALIZATION BY ICA

As Comon has suggested in [4], a two-stage procedure, con-
sisting of ICA and using the knowledge of the array manifold,
is useful for source localization. However, a simple compari-
son of the ICA solution with the propagation model does not
yield proper information because of the scaling ambiguity in
the ICA solution. This is the major difference from source lo-
calization using blind identification [14], where the mixing
system is estimated directly.

This section presents a new source localization method
that involves the ICA solution. The information about the
source locations can be used to solve the permutation prob-
lem.

3.1. Invariant in ICA solution

The frequency response matrix H( f ) is closely related to the
locations of the sources and sensors. If a separation matrix
W( f ) is calculated successfully and it extracts source signals
with a scaling ambiguity, there is a diagonal matrix D( f ),
and D( f )W( f )H( f ) = I holds. Because of the scaling ambi-
guity, we cannot obtain H( f ) simply from the ICA solution
W( f ). However, the ratio of elements in the same column
Hji( f )/Hj′i( f ) is invariable in relation to D( f ), and is given
by

Hji( f )

Hj′i( f )
=
[

W−1( f )D−1( f )
]
ji[

W−1( f )D−1( f )
]
j′i
=
[

W−1( f )
]
ji[

W−1( f )
]
j′i

, (6)

where [·] ji denotes the jith element of the matrix. By us-
ing this invariant, we can estimate several types of geometric
information (e.g., DOA, range) related to separated signals.
The estimated information can be used to solve the permu-
tation problem.

If we have more sensors than sources (N < M), princi-
pal component analysis (PCA) is performed before ICA so
that the N-dimensional subspace spanned by the row vectors
of W( f ) is almost identical to the signal subspace, and the

Moore-Penrose pseudoinverse W+ �= WT(WWT)−1 is used
instead of W−1.

3.2. DOA estimation with far-field model

We can estimate the DOA of source signals by using the above
invariant Hji( f )/Hj′i( f ). With a far-field model, a frequency
response is formulated as

Hji( f ) = ej2π f c−1aTi p j , (7)

where c is the wave propagation speed, ai is a unit vector that
points to the direction of source i, and p j represents the lo-
cation of sensor j. According to this model, we have

Hji( f )

Hj′i( f )
= ej2π f c−1aTi (p j−p j′ ) (8)

= ej2π f c−1
∥∥p j−p j′

∥∥ cos θi, j j′ , (9)
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Figure 2: Direction of source i relative to the sensor pair j and j′.

where θi, j j′ is the direction of source i relative to the sensor
pair j and j′ (Figure 2). By using the argument of (9) and
(6), we can estimate

θ̂i, j j′( f ) = arccos
arg
(
Hji/Hj′i

)

2π f c−1
∥∥(p j − p j′

)∥∥

= arccos
arg
([

W−1
]
ji/
[

W−1] j′i
)

2π f c−1
∥∥(p j − p j′

)∥∥ .

(10)

This procedure is valid for sensor pairs with a small spacing

that does not cause spatial aliasing. θ̂i, j j′( f ) is estimated for
each frequency bin f , but we omit the argument f for sim-
plicity of notation in the following sections.

3.3. Sensitivity of DOA estimation and a solution

DOA estimation is sensitive to source locations. Figure 3
shows examples of DOA estimation using (10) with two dif-
ferent source locations. When the source signals are almost
in front of a sensor pair, their directions can be estimated ro-
bustly. However, when the signals are nearly horizontal to the
axis of the pair, the estimated directions tend to have large er-
rors. This can be explained as follows.

When we denote an error in calculated arg(Hji/Hj′i) as

Δ arg(Ĥ), and an error in θ̂i, j j′ as Δθ̂, the ratio |Δθ̂/Δ arg(Ĥ)|
can be approximated by the partial derivative of (10):

∣∣∣∣
Δθ̂

Δ arg(Ĥ)

∣∣∣∣ ≈
∣∣∣∣

1

2π f c−1
∥∥p j − p j′

∥∥ sin
(
θ̂i, j j′

)
∣∣∣∣. (11)

Figure 4 shows examples of this value for several frequency
bins. We can see that Δ arg(Ĥ) causes a large error in the es-
timated DOA when the direction is near the axis of the sensor
pair. Therefore, we should consider the estimated DOA to be
unreliable in such cases. If we use multiple sensor pairs with
various axis directions, we can reject unreliable estimation
[24]. More sophisticated estimation, such as a density esti-
mation of θ instead of a point estimation, might be possible
by using the error distribution as prior knowledge.

3.4. Ambiguity of DOA estimation and a new solution

DOA estimation involves some ambiguities. When we use

only one pair of sensors or a linear array, the estimated θ̂i, j j′
determines a cone rather than a direction. If we assume a hor-
izontal plane on which sources exist, the cone is reduced to

two half-lines. However, the ambiguity of two directions that
are symmetrical with respect to the axis of the sensor pair still
remains. This is a fatal problem when the source locations are
omnidirectional. When the spacing between sensors is larger
than half a wavelength, spatial aliasing causes another ambi-
guity, but we do not consider this here.

The ambiguity can be solved by using multiple sensor
pairs (Figure 5). If we use sensor pairs that have different axis
directions, we can estimate cones with various vertex angles

for one source direction. If the relative DOA θ̂i, j j′ is estimated
without any error, the absolute DOA ai satisfies

(
p j − p j′

)T
ai∥∥p j − p j′
∥∥ = cos θ̂i, j j′ . (12)

When we use L sensor pairs whose indexes are j(l) j′(l) (1 ≤
l ≤ L), ai is given by the solution of the following equation:

Vai = ci, (13)

where V
�= (v1, . . . , vL)T , vl

�= (p j(l) − p j′(l))/‖p j(l) −
p j′(l)‖ is a normalized axis, and ci

�= [cos(θ̂i, j(1) j′(1)), . . . ,

cos(θ̂i, j(L) j′(L))]T . Sensor pairs should be selected so that
rank(V) ≥ 3 if the potential source locations are three-
dimensional, or rank(V) ≥ 2 if we assume a plane on which
sources exist.

In a practical situation, θ̂i, j(l) j′(l) has an estimation error,
and (13) has no exact solution. Thus we adopt an optimal
solution by employing certain criteria such as

âi = arg min
a

∥∥Va− ci
∥∥ (

subject to ‖a‖ = 1
)
. (14)

This can be solved approximately by using the Moore-

Penrose pseudoinverse V+ �= (VTV)−1VT , and we have

âi ≈ V+ci∥∥V+ci
∥∥ . (15)

Accordingly, we can determine a unit vector âi pointing to
the direction of source si.

3.5. Estimation of sphere with near-field model

The interpretation of the ICA solution with a near-field
model yields other geometric information. When we adopt
the near-field model, including the attenuation of the wave,
Hji( f ) is formulated as

Hji( f ) = 1∥∥qi − p j

∥∥e
−j2π f c−1(‖qi−p j‖), (16)

where qi represents the location of source i. By taking the
ratio of (16) for a pair of sensors j and j′, we obtain

Hji( f )

Hj′i( f )
=
∥∥qi − p j′

∥∥
∥∥qi − p j

∥∥ e
−j2π f c−1(‖qi−p j‖−‖qi−p j′ ‖). (17)



Ryo Mukai et al. 5

180

90

0
0 2 4

Frequency (kHz)

E
st

im
at

ed
D

O
A

(d
eg

re
e)

Sources
S1S2

Sensors

S1

S2

Nearly vertical
to sensor pair axis

(a)

180

90

0
0 2 4

Frequency (kHz)

E
st

im
at

ed
D

O
A

(d
eg

re
e)

Sources
S1

S2

Sensors

S1

S2

Nearly horizontal
to sensor pair axis

(b)

Figure 3: Source locations and estimated DOAs.
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By using the modulus of (17) and (6) we have
∥∥qi − p j′

∥∥
∥∥qi − p j

∥∥ =
∣∣∣∣∣

[
W−1

]
ji[

W−1
]
j′i

∣∣∣∣∣. (18)

By solving (17) for qi, we have a sphere whose center Oi, j j′

and radius Ri, j j′ are given by

Oi, j j′ = p j − 1
r2
i, j j′ − 1

(
p j′ − p j

)
, (19)

Ri, j j′ =
∥∥∥∥

ri, j j′

r2
i, j j′ − 1

(
p j′ − p j

)∥∥∥∥, (20)

v1

1

θ̂i,13

4

θ̂i,213

2

v3

θ̂i,24

v2

âi

Si

Figure 5: Solving ambiguity of estimated DOAs. Index of sensor
pairs j(1) j′(1) = 13, j(2) j′(2) = 24, j(3) j′(3) = 21.

where ri, j j′
�= |[W−1] ji/[W−1] j′i|. Thus, we can estimate a

sphere (Ôi, j j′ , R̂i, j j′) on which qi exists by using the result of
ICA W and the locations of the sensors p j and p j′ . Figure 6
shows an example of the spheres determined by (18) for var-
ious ratios ri, j j′ . This procedure is valid for sensor pairs with
a spacing large enough to cause a level difference.

3.6. Permutation alignment

This subsection outlines the procedure for permutation
alignment by integrating a localization approach and a cor-
relation approach. The procedure, which uses DOA as geo-
metric information, has been detailed in [22].
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The procedure consists of the following steps.

(1) Cluster separated frequency components yk( f ,m) for
all k and all f by using geometric information such as
(10), (15), (19), and (20), and decide the permutations
at certain frequencies where the confidence of source
localization is sufficiently high.

(2) Decide the permutations to maximize the sum of the
interfrequency correlation of separated signals. The
correlation should be calculated for the amplitude
|yk( f ,m)| or (log-scaled) power |yk( f ,m)|2 instead
of the raw complex-valued signals yk( f ,m), since the
correlation of raw signals would be very low because
of the short-time DFT property. The sum of the corre-
lations between |yk( f ,m)| and |yk(g,m)| within dis-
tance δ (i.e., | f −g| < δ) is used as a criterion. The per-
mutations are decided for frequencies where the crite-
rion gives a clear-cut decision.

(3) Calculate the correlations between |yk( f ,m)| and its
harmonics |yk(g,m)| (g = 2 f , 3 f , 4 f , . . .), and decide
the permutations to maximize the sum of the corre-
lations. The permutations are decided for frequencies
where the correlation among harmonics is sufficiently
high.

(4) Decide the permutations for the remaining frequencies
based on neighboring correlations.

Let us discuss the advantages of the integrated method.
The main advantage is that it does not cause a large misalign-
ment as long as the permutations fixed by the localization
approach are correct. Moreover, the correlation part (steps
(2), (3), and (4)) compensates for the lack of preciseness of
the localization approach. The correlation part consists of
three steps for two reasons. First, the harmonics part (step
(3)) works well if most of the other permutations are fixed.
Second, the method becomes more robust by quitting step
(2) if there is no clear-cut decision. With this structure, we
can avoid fixing the permutations for consecutive frequen-
cies without high confidence. As shown in the experimen-
tal results (Section 5.2), this integrated method is effective at
separating many sources.
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Figure 7: Periodic time-domain filter represented by frequency re-
sponses sampled at L = 2048 points (a) and its one-period realiza-
tion (b).

4. SPECTRAL SMOOTHING WITH
ERROR MINIMIZATION

Frequency-domain BSS is influenced by the circularity of
discrete-frequency representation. Circularity refers to the
fact that frequency responses sampled at L points with an
interval fs/L ( fs: sampling frequency) represent a periodic
time-domain signal whose period is L/ fs. Figure 7 shows two
time-domain filters. The upper part of the figure shows a
periodic infinite-length filter represented by frequency re-
sponses wk j( f ) = [W( f )]k j calculated by ICA at L points.
Since this filter is unrealistic, we usually use its one-period
realization shown in the lower part of the figure.

However, such one-period filters may cause a problem.
Figure 8 shows impulse responses from a source si(t) to an
output yk(t) defined by

uki(l) =
m∑

j=1

L−1∑

τ=0

wk j(τ)hji(l − τ). (21)

The responses on the left u11(l) correspond to the extrac-
tion of a target signal, and those on the right u14(l) corre-
spond to the suppression of an interference signal. The up-
per responses are obtained with infinite-length filters, and
the lower ones with one-period filters. We see that the one-
period filters create spikes, which distort the target signal and
degrade the separation performance.

4.1. Windowing

To solve this problem, we need to control the frequency re-
sponses wk j( f ) so that the corresponding time-domain filter
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Figure 8: Impulse responses uki(l) obtained with the periodic filters (above) and with their one-period realization (below).

wk j(l) does not rely on the circularity effect whereby adja-
cent periods work together to perform some filtering. The
most widely used approach is spectral smoothing, which is
realized by multiplying a window g(l) that tapers smoothly
to zero at each end, such as a Hanning window g(l) =
(1/2)(1 + cos(2πl/L)). This makes the resulting time-domain
filter wk j(l) · g(l) fit length L and have a small amplitude
around the ends [33]. As a result, the frequency responses
wk j( f ) are smoothed as

w̃k j( f ) =
fs−Δ f∑

φ=0

g(φ)wk j( f − φ), (22)

where g( f ) is the frequency response of g(l) and Δ f = fs/L.
If a Hanning window is used, the frequency responses are
smoothed as

w̃k j( f ) = 1
4

[
wk j( f − Δ f ) + 2wk j( f ) + wk j( f + Δ f )

]
(23)

since the frequency responses g( f ) of the Hanning window
are g(0) = 1/2, g(Δ f ) = g( fs − Δ f ) = 1/4, and zero for the
other frequency bins.

The windowing successfully eliminates the spikes. How-
ever, it changes the frequency response from wk j( f ) to
w̃k j( f ) and causes an error. Let us evaluate the error for
each row wk( f ) = [wk1( f ), . . . ,wkM( f )]T of the ICA solu-
tion W( f ). The error is

ek( f ) = min
αk

[
w̃k( f )− αkwk( f )

]

= w̃k( f )− w̃k( f )Hwk( f )
∥∥wk( f )

∥∥2 wk( f ),
(24)

where w̃k( f ) = [w̃k1( f ), . . . , w̃kM( f )]T and αk is a complex-
valued scalar representing the scaling ambiguity of the ICA
solution. The minimization minαk is based on the least-
squares, and can be represented by the projection of w̃k to
wk. We can evaluate the error for the Hanning window case
by substituting (23) for w̃k of (24):

ek( f ) = 1
4

[
e−k ( f ) + e+

k ( f )
]
, (25)
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where

e−k ( f ) = wk( f − Δ f )− wk( f − Δ f )Hwk( f )
∥∥wk( f )

∥∥2 wk( f ), (26)

e+
k ( f ) = wk( f + Δ f )− wk( f + Δ f )Hwk( f )

∥∥wk( f )
∥∥2 wk( f ). (27)

Here e−k (or e+
k ) represents the difference between two vectors

wk( f ) and wk( f − Δ f ) (or wk( f + Δ f )). Since these differ-
ences are usually not very large, the error ek does not seri-
ously affect the separation if we use a Hanning window for
spectral smoothing.

4.2. Minimizing error by adjusting scaling ambiguity

Even if the error caused by the windowing is not very large,
the separation performance is improved by its minimization
[25]. This is performed by adjusting the scaling ambiguity
of the ICA solution before the windowing. Let dk( f ) be a
complex-valued scalar for the scaling adjustment:

wk( f )←− dk( f )wk( f ). (28)

We want to find dk( f ) such that the error (24) is minimized.
The scalar dk( f ) should be close to 1 to avoid any great
change in the predetermined scaling. Thus, an appropriate
total cost to be minimized is

J =
∑

f

Jk( f ), (29)

where

Jk( f ) =
∥∥ek( f )

∥∥2

∥∥wk( f )
∥∥2 + β

∣∣dk( f )− 1
∣∣2

, (30)

and β is a parameter indicating the importance of maintain-
ing the predetermined scaling. With the Hanning window,
the error after the scaling adjustment is easily calculated by
substituting (28) for (25):

ek( f ) = 1
4

[
dk( f − Δ f )e−k ( f ) + dk( f + Δ f )e+

k ( f )
]
, (31)

where e−k and e+
k are defined in (26) and (27), respectively.

The minimization of the total cost can be performed it-
eratively by

dk( f ) = dk( f )− μ
∂J

∂dk( f )
(32)

with a small step size μ. With the Hanning window, the gra-
dient is

∂J

∂dk( f )
=∂Jk( f − Δ f )

∂dk( f )
+
∂Jk( f + Δ f )

∂dk( f )
+

∂Jk( f )
∂dk( f )

=ek( f − Δ f )He+
k ( f − Δ f )+ek( f + Δ f )He−k( f + Δ f )

8·∥∥wk( f )
∥∥2

+ 2β
(
dk( f )− 1

)
.

(33)

With (31) to (33), we can optimize the scalar dk( f ) for the
scaling adjustment, and minimize the error caused by spec-
tral smoothing (23) with the Hanning window.

5. EXPERIMENTS AND DISCUSSIONS

We carried out two kinds of experiments. The first involves
the separation of two source signals arriving from the same
direction. The purpose of this experiment is to show that
spheres estimated by near-field model can substitute for
DOAs when solving permutation problem in such a case.
Iwaki and Ando [34] have proposed a BSS system for a case
where signals and microphones are located on the same line.
In our experiment, the signals and microphones are not nec-
essarily on the same line, and thus represent a more realistic
situation.

The second experiment consists of the separation of six
source signals that come from various directions with two of
them coming from the same direction. In this experiment, we
used a combination of small and large spacing microphone
pairs. The small spacing microphone pairs with various axis
directions enable us to estimate DOA robustly and without
ambiguity. Large spacing microphone pairs give us the ge-
ometric information we need to distinguish signals arriving
from the same direction. We utilize this information to solve
the permutation problem. We also show the effectiveness of
the spectral smoothing with error minimization in this ex-
periment.

The performance is measured by the signal-to-inference
ratio (SIR). When we solve the permutation problem so that
sk(t) is output to yk(t), the output SIR for yk(t) is defined as

SIRk
�= 10 log

[ ∑
t ykk(t)2

∑
t

{∑
i 	=k yki(t)

}2

]
(dB), (34)

where yki(t) is the portion of yk(t) that comes from si(t) that
is calculated by

yki(t) =
M∑

j=1

L−1∑

l=0

uki(l)si(t − l), (35)

where uki(l) is a system impulse response defined by (21).

5.1. Two sources arriving from the same direction

We began by carrying out experiments with two sources and
two microphones using speech signals convolved with im-
pulse responses measured in a room. The room layout is
shown in Figure 9. The sources are located in the same di-
rection from the microphone pair. The reverberation time of
the room was 130 milliseconds at 500 Hz. Other conditions
are summarized in Table 1. The experimental procedure is as
follows.

First, we apply ICA to observed signals xj(t) ( j = 1, 2),
and calculate separation matrix W( f ) for each frequency bin.
Then we estimate radiuses R̂1,12 and R̂2,12 of two spheres on
which each source signal exists by using W−1( f ) and (20),
and the permutation is aligned so that R̂2,12 ≥ R̂1,12. In or-
der to evaluate the reliability of the solution provided by
the estimated spheres, we introduce a threshold parameter
thR ≥ 1, and we accept solutions only for frequency bins that
satisfy the condition R̂2,12/R̂1,12 ≥ thR. We then apply the
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Figure 9: Room layout.

Table 1: Experimental conditions.

Sampling rate 8 kHz

Data length 2 seconds

Window Hanning

Frame length 1024 points (128 ms)

Frame shift 256 points (32 ms)

ICA algorithm InfoMax (complex-valued)

correlation-based method to the remaining frequency bins.
The permutation problem is solved simply by using the geo-
metric information when thR = 1, and simply by using the
correlation when thR = ∞.

We define SIR as the average of the SIR1 and SIR2 in order
to cancel out the effect of the input SIR. We measured SIRs
for 12 combinations of source signals using two male and two
female speakers and varying the threshold parameter thR.

Figure 10 shows the experimental results. When we solve
the permutation problem using only the estimated spheres
(thR = 1), the performance is insufficient. In contrast, the
performance we obtain using only the correlation (thR = ∞)
is unstable. The combination of both methods yields good
and stable performance. These tendencies are similar to the
results we obtain when we use DOAs as geometric informa-
tion [22].

We obtained good performance when the threshold pa-
rameter thR was relatively large. When thR was 8 to 16, the
permutation of about 1/5 to 1/10 of the frequency bins was
determined by the geometric information. This result sug-
gests that we should use this geometric information for fre-
quency bins where the estimation is highly reliable.

Figure 11 shows the spatial gain patterns of the sepa-
ration filters in one frequency bin ( f = 1000 Hz) drawn
with the near-field model. The gain of the observed signal

14

12

10

8

6

4
1 2 4 8 16 �

Threshold thR

Geometric information
(estimated spheres) only

Correlation only

SI
R

(d
B

)

Each of 12 source pairs
Average

Figure 10: Experimental results. SIRs are evaluated for 12 combina-
tions of source signals with various values for threshold parameter
thR

at microphone 1 is defined as 0 dB. We can see that the sepa-
ration filter forms a spot null beam focusing on the interfer-
ence signal. When source signals are located in different di-
rections, a separation filter utilizes the phase difference of the
input signals and makes a directive null towards the interfer-
ence signal [35], whereas both the phase and level differences
are utilized to make a regional null when signals come from
the same direction.

5.2. Separation of six sources

Next, we carried out experiments with six sources and eight
microphones using speech signals convolved with impulse
responses measured in a room with a reverberation time of
130 milliseconds. In general, we can separate up to N sources
with N microphones unless the mixing system is singular.
However, N×N mixing systems tend to be singular or nearly
singular depending on the locations of the source signals.
One or two degrees of freedom relax such a critical situation.

The program was coded in Matlab and run on an AMD
Athlon 64 FX-53 Processor (2.4 GHz CPU clock). The com-
putation time was about 30 seconds for 6 second data. This is
much faster than a time-domain approach. The room layout
is shown in Figure 12. Other conditions are summarized in
Table 2. We assume that the number of source signals N = 6
is known. The experimental procedure is as follows.

First, we apply ICA to xj(t) ( j = 1, . . . , 8), and calculate
separation matrix W( f ) for each frequency bin. The initial
value of W( f ) is calculated by PCA. Then we estimate the
DOAs by using the rows of W+( f ) (pseudoinverse) corre-
sponding to the small spacing microphone pairs (1-3, 2-4,
1-2, and 2-3). Figure 13 shows a histogram of the estimated
DOAs of all the frequency components. The DOAs can be
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Figure 11: Example spatial gain patterns of separation filters ( f =
1000 Hz).

clustered by using an ordinary clustering method such as the
k-means algorithm [36]. There are five clusters in this his-
togram, and one cluster is twice the size of the others. This
implies that two signals come from the same direction (about
150◦). We can solve the permutation problem for the other
four sources by using this DOA information (Figure 14).

Then, we apply the estimation of spheres to the signals
that belong to the large cluster by using the rows of W+( f )
corresponding to the large spacing microphone pairs (7-5,
7-8, 6-5, and 6-8). Figure 15 shows estimated radiuses for s4

and s5 for the microphone pair 7-5. Although the radius esti-
mation includes a large error, it provides sufficient informa-
tion to distinguish two signals. Accordingly, we can classify
the signals into six clusters. We determine the permutation
only for frequency bins with a consistent classification, and
we employ a correlation-based method for the rest. Finally,
we construct separation filters in the time domain from the
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Figure 12: Room layout for experiments.

Table 2: Experimental conditions.

Sampling rate 8 kHz

Data length 6 seconds

Frame length 2048 points (256 ms)

Frame shift 512 points (64 ms)

ICA algorithm InfoMax (complex-valued)

ICA result. We solve the scaling problem by (5), and then per-
form a scaling adjustment to minimize the windowing error
described in Section 4.2 before multiplying a Hanning win-
dow for the spectral smoothing.

We measured SIRs for three permutation solving strate-
gies: the correlation-based method (C), estimated DOAs and
correlation (D + C), and a combination of estimated DOAs,
spheres, and correlation (D + S + C, proposed method). We
also measured input SIRs by using the mixture observed by
microphone 1 for the reference (Input SIR).

The experimental results are summarized in Table 3.
Method C scored a good SIR only for s4 and failed for
all other signals. This shows the lack of robustness of the
correlation-based method. Method D + C improved the sep-
aration performance as we had expected. However, it failed
to separate s4, which came from the same direction as s5. Our
proposed method (D + S + C) succeeded in separating all the
signals with good score. We can see again that the discrimi-
nation obtained by using estimated spheres is effective in im-
proving SIRs for signals coming from the same direction. The
introduced sphere information contributes only to SIR4 and
SIR5, therefore the improvement in the average SIR appears
superficially small. However this is a significant improvement
overall. We have carried out some experiments with various
combinations of source signals and obtained similar results.

In this experiment, since the input SIR was very bad
(−7.1 dB), the average of the output SIRs was at most 11 dB.
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However, the SIR improvement (difference between the in-
put and output SIRs) was about 18 dB. This score is compa-
rable to that obtained in an ordinary two-source case.

Table 4 shows the results of the experiments we under-
took to examine the effectiveness of the spectral smoothing
and the scaling adjustment proposed in Section 5. We com-
pared cases where the spectral smoothing was applied differ-
ently: no smoothing, simply multiplying a Hanning window
(win), and with the scaling adjustment before multiplying a
Hanning window (adj + win). The permutation problem was
solved by D + S + C in all cases, and the frequency compo-
nents are correctly aligned in most frequency bins. We can see
that the spectral smoothing is essential for frequency-domain
BSS in addition to solving the permutation problem, and that
the scaling adjustment used for minimizing error improves
SIR.

Finally we complement the room layout for the experi-
ments. One reason for the regular speaker layouts is that we
wanted to demonstrate the ability to separate symmetrically
located source signals, which cannot be separated with a con-
ventional linear array. Another reason is that we need a large
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Figure 15: Estimated radiuses for s4 and s5.

Table 3: Experimental results.

(dB)

SIR1 SIR2 SIR3 SIR4 SIR5 SIR6 Ave.

Input SIR −8.3 −6.8 −7.8 −7.7 −6.7 −5.2 −7.1

C 4.4 2.6 4.0 9.2 3.6 −2.0 3.7

D + C 9.6 9.3 14.7 2.7 6.5 14.0 9.4

D + S + C

(proposed 10.8 10.4 14.5 7.0 11.0 12.2 11.0

method)

Table 4: Experimental results (permutation was solved by D + S +
C).

(dB)

SIR1 SIR2 SIR3 SIR4 SIR5 SIR6 Ave.

No smoothing 5.4 7.1 8.9 2.3 6.3 7.4 6.2

win 8.9 9.8 14.3 5.2 7.4 11.2 9.5

Adj + win
10.8 10.4 14.5 7.0 11.0 12.2 11.0

(proposed method)

enough angle between two sources to obtain good separation
performance. This is not just the limitation of our permuta-
tion solving method, but also the limitation of the separation
filter obtained by ICA that forms spatial directivity. Improv-
ing the robustness against the source locations is one of the
most important issues for the future.

6. CONCLUSION

In this paper, we discussed the practical problems arising
with frequency-domain BSS when the number of source sig-
nals is large and the source locations are omnidirectional.
We proposed a method for obtaining proper geometric in-
formation with which to solve the permutation problem.
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The interpretation of the ICA solution by a near-field model
yields information about spheres on which source signals ex-
ist. This information can be used as an alternative to the DOA
when signals come from the same or similar directions. Ex-
perimental results showed that the proposed method can ro-
bustly separate a mixture of signals arriving from the same
direction. We also proposed the combination of small and
large spacing sensor pairs with various axis directions. We
can solve the problems of the sensitivity and ambiguity of
the DOA estimation by using multiple sensor pairs. In ex-
periments, our method succeeded in separating six speech
signals with eight microphones, even when two came from
the same direction. In addition, we confirmed the impor-
tance of spectral smoothing and the effectiveness of scaling
adjustment in the frequency-domain BSS of many signals.
Our techniques have been applied to a prototype system that
performs an on-the-spot BSS of live recorded signals [37].
We believe that the proposed techniques enhance the useful-
ness of frequency-domain BSS for real audio applications.
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