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Time-Frequency-Bin-Wise Linear Combination of
Beamformers for Distortionless Signal Enhancement

Kouei Yamaoka

Abstract—In this paper, we address signal enhancement in un-
derdetermined situations and propose new beamforming algo-
rithms. Beamforming in (over) determined situations can success-
fully reduce noise signals without distortion of a desired signal,
which is known to be a desirable property, especially for automatic
speech recognition systems. Even in underdetermined situations,
time-frequency (TF) masking attains outstanding performance in
noise reduction, although it tends to generate artifacts. Integrating
these two approaches to benefit from both their advantages, we
here propose time-frequency-bin-wise switching (TFS) and time-
frequency-bin-wise linear combination (TFLC) beamforming. In
the proposed methods, we utilize the best combination of beam-
formers among multiple beamformers at each TF bin, each of
which suppresses a particular combination of interferers. First, we
propose a general formulation of signal enhancement employing
multiple spatial filters. Then a joint optimization problem of design-
ing the spatial filters and estimating the suitable weights to combine
them is considered under a unified minimum variance criterion.
Finally, we present efficient algorithms to solve the problem. In
experiments, we used an objective criterion that quantifies the
amount of signal distortion caused by the enhancement function
and confirmed that the proposed methods effectively suppress
interferers without distortion of the target signal.

Index  Terms—Beamforming, time-frequency masking,
underdetermined, nonlinear signal processing, linear combination.

I. INTRODUCTION

IGNAL enhancement is an essential task for various audio
S applications, such as automatic speech recognition (ASR)
and acoustic scene classification systems and hearing aids, in
a variety of acoustic environments. Recently, small recording
devices such as smartphones and voice recorders, which have
a limited number of microphones, have come to be widely
used. The signal enhancements installed in these mobile devices
enable versatile and comfortable technology without the need for
special equipment.
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Numerous techniques for signal enhancement have been pro-
posed because of its importance. They can roughly be catego-
rized into two main groups: spatial filtering techniques, such as
beamforming [1]-[3] and blind source separation (BSS) [4]-[6],
and TF masking [7]-[9]. Beamforming is a powerful technique
for reducing noise signals efficiently without distortion of sig-
nals. However, the capability to suppress multiple interferers
depends on the number of microphones M. That is, with M
smaller than the number of sound sources IV, which is the un-
derdetermined situation, the performance of signal enhancement
may be degraded. On the other hand, TF masking can attain a
satisfactory performance with a small number of microphones
owing to its nonlinear processing. At the same time, the dis-
tortionless response of the desired signal is not guaranteed.
Recent studies (e.g., [10], [11]) have revealed the crucial role
of beamforming for ASR systems, i.e., beamforming helps to
enhance the desired speech while maintaining the distortionless
response. Therefore, we aim to develop a new method of signal
enhancement for underdetermined situations, maintaining the
undistorted desired signal, as in beamforming, as well as realiz-
ing the high performance of noise reduction, as in TF masking.

Another categorization of the signal enhancement methods is
whether the spatial parameters such as acoustic transfer func-
tions (ATFs) and source covariance matrices are known or not.
These spatial characteristics are essential for spatial filtering
techniques, and more precise information directly results in the
improved performance of these techniques. Beamforming is one
of the methods using the known acoustic parameter(s), which
is the scope of this paper, whereas BSS methods [4]-[6] are
performed without any prior information.

In this paper, we consider combining multiple beamformers
while retaining the distortionless property. For N sound sources
consisting of a source of interest and NV — 1 interferers, a spatial
filter can generally suppress M — 1 interferers by forming a
beam pattern with M — 1 nulls. Here, suppose we can construct
multiple beamformers, each suppressing a particular M — 1
combination of the N — 1 interferers. In this case, we can im-
prove the performance of signal enhancement by appropriately
conjoining those beamformers, as shown in Fig. 1. On the basis
of this idea, in this paper, we propose TFS beamforming [12],
[13] as one of the underdetermined extensions of beamforming
techniques and TFLC beamforming as its generalization. Ateach
TF bin, the TFS beamformer enhances the desired signal by
multiplying the short-time Fourier transform (STFT) represen-
tation of observed signals with the filter coefficients of the best
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Fig. 1. Combination of two beamformers with a spatial null for each interferer
in a situation with M = 2 and N = 3.

beamformer instead of the scalar coefficient of a TF mask. On
the other hand, the TFLC beamformer does not pick one of the
beamformers but combines them using suitable weights.

There are some existing methods combining multiple beam-
formers. In [14], the combination of beamformers having dif-
ferent steering directions for audio zooming was considered.
In contrast, we employ beamformers enhancing the same de-
sired signal but suppressing sounds arriving from the different
directions. The frequency-bin-wise combination of fixed null
beamformers was proposed in [15], [16]. However, this tech-
nique tends to distort the desired signal in the post-filtering stage,
and require the specially designed square microphone array. To
reduce the mechanical noise, e.g., actuators’ sounds in a robot,
a design of maximum signal-to-noise ratio (MaxSNR) beam-
former [17], [18] adopting a suitable noise covariance matrix at
each TF bin has also been proposed [19]. This method requires
the clustering of noise covariance matrices in a training stage
under the assumption that the number of actuator patterns is usu-
ally limited. Therefore, this method is applicable to a particular
noise set. Contrasted to them, we combine time-invariant signal-
dependent minimum variance distortionless response (MVDR)
beamformers [17], [20], [21] in each TF bin.

The rest of this paper is organized as follows. In Section II-A,
we first describe the problem formulation of signal enhancement
and define what is the distortionless property. In Section III,
we define the signal enhancement employing multiple beam-
formers and a joint optimization problem of designing optimum
beamformers and determining their combination weights based
on a unified minimum variance criterion. In Section IV, we
propose the TFLC beamformer and its algorithmic variants,
where we derive efficient update rules for minimizing the ob-
jective function iteratively. In Section V and VI, we discuss the
characteristics of the proposed methods through experiments
and present the results of speech enhancement, respectively.
Finally, we conclude this paper in Section VIL.

This paper is partially based on conference papers [12], [13]
in which we proposed the TFS technique for beamformers.
The contribution of this paper is that we propose the TFLC
beamforming, which is generalization of the TFS beamforming.
Moreover, we provide results of analysis from new viewpoints
to confirm the properties of these techniques.

II. DISTORTIONLESS SIGNAL ENHANCEMENT
A. Signal Model

We model the microphone signals in the STFT domain.
Here, let 2,,,(f,t) be the mth microphone signal at the angular
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frequency f in the tth frame, 5(f,t) a source of interest (tar-
get source), and u,,(f,t) an nth interferer (n = 1,..., N — 1).
Then, we model the observations as

2(f,6) = (D30 + 3 halfun(fot), (1)

N-1
a(f)s(f,t)+ Y bu(Pun(fst), ()

= [w1(fit) -z (f0)]" 3)
ho(f) = [has(f) - hars(H]T )
hoo(f) = [han(f) - hara (F)]T (5)

[y kel hars(ND]T

a(f) - 1 hl,g(f) th(f) bl (6)

where h,, . (f) and h,y, (f) are the ATFs from the nth interferer
and target source to the mth microphone, respectively, and the
superscript T denotes nonconjugate transposition. a(f) is the
relative transfer function (RTF) [3], [22] from the target source
to the microphone array and is defined as the ratio of the ATF
hs(f). Without loss of generality, we set the first microphone
to the reference microphone. s(f,t) in (2) is the source image
at the reference microphone, and the estimation of s(f, ¢) is our
goal.

In this paper, we assume that the frame length in the STFT
analysis is sufficiently larger than the length of the ATFs in
the time domain (impulse responses). This assumption is to
allow the convolution in the time domain to be approximated
as multiplication in the STFT domain. Additionally, we assume
that the target source and each interferer are uncorrelated.

B. Signal Enhancement Based on Relative Transfer Function

In this paper, we assume that the RTF from the target source
to the microphone array is known and consider the following
signal enhancement using the RTF:

§ = Glx;0,al, )

where G|-] abstractly denotes a processing of signal enhance-
ment for the observation ( f, t). @ denotes parameters, which is
optimized by using ( f, t) and a(f) or be estimated in advance.
Especially, we define a signal enhancement with a beamformer
as G such as

@[w; 0,a] = Mz )]

where the superscript H denotes conjugate transposition and 6
is a spatial filter that is usually a function of a.

C. Distortionless Property

In (7), let us consider performing signal enhancement for a
noise-free target signal with given 6. Here, 8 was estimated for
enhancing the target signal s(f,t) from a noisy observation in
advance. When the signal enhancement to a noise-free observa-
tion outputs the target source image without any distortion, that
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is represented as:
s = Glas; 0,al, 9)

we refer to it as the distortionless property. An MVDR beam-
former will be given as an example of distortionless signal
enhancement in the next subsection, and a linearly constrained
minimum variance (LCMV) beamformer [17] also have the
distortionless property.

D. Conventional Distortionless Beamformer

MVDR beamformer [17], [20], [21] is one of the conven-
tional beamformer which has the distortionless property. Signal
enhancement by the beamformer is performed as

y(f,t) = Glz(f,t);w(f), a(f)], (10)
= w"(f)z(f.1), (11)
w(f) = [wi(f) - war (], (12)

where y(f,t) is the enhanced signal which ideally equal to
s(f,t) and w,,(f) denotes the spatial filter coefficient for the
mth microphone. Note that we consider only the time-invariant
(fixed) MVDR beamformer in this paper.

In the MVDR beamformer, the parameters 6 =
(w(1),...,w(F)) is estimated by solving the following
optimization problem with the minimum variance criterion:

(13)

T
. 1 H 2 H
min Z W (D20 st w(Pa(f) =1,
where T is the number of frames. Here and hereafter, we assume
that the noise-only period of the observation x( f, t) is available
to estimate the MVDR beamformer (e.g., using a precise voice
activity detection (VAD)). The well-known closed-form solution
is

e (fa()
U G (el "
()= = 3wl 02"/, 1). (15)

t=1

Note that, in this paper, we do not treat the observation x( f, t)
stochastically; we define the function that should be minimized
and covariance matrices using the time average instead of the
expectation operator. This is because we focus on the spatial
characteristics of the observation in this paper.

Conventional beamformers could show great improvement
of the audio quality as a result of steering spatial nulls in the
direction of every interferer. However, the performance may be
degraded in underdetermined situations (M < N)since they can
suppress only M — 1 interferers at most.

E. Related Work

Finally, we discuss the properties of the proposed methods by
comparing them with existing methods, which are summarized
in Table I. Basically, signal enhancement methods face a tradeoff
between low signal distortion and good noise reduction, espe-
cially in underdetermined situations. For signal enhancement
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TABLE I
SPEECH ENHANCEMENT METHODS AND THEIR (A) DISTORTIONLESS
PROPERTIES, (B) NOISE REDUCTION PERFORMANCE IN UNDERDETERMINED
SITUATIONS, AND (C) NECESSITY OF TARGET RTF

Methods (A) (B) ©)
TF masking [7]-[9] X @) -
SDW-MWF (u = 0) [21], [23], [24] O X necessary
SDW-MWF (otherwise) X @] necessary
TV-MWEF [25], [26] X O

MNMF [27]-[29] X O

MVDR beamformer [17], [20], [21] O X necessary
MB-MVDR [10], [30], [31] @] A estimated
Proposed TFLC beamformer @) (©] necessary

in underdetermined situations, TF masking [7]-[9] including
the degenerate unmixing estimation technique (DUET) [32]
and multiple sensor DUET (MENUET) [33] is commonly used
owing to its excellent noise reduction, although the distortionless
property is never held.

multichannel Wiener filter (MWF) is also a popular method,
and we consider two types of MWEF: speech distortion weighted
MWF (SDW-MWF) and time-varying MWF (TV-MWF). SDW-
MWEF [21], [23], [24] is a good example to explain the tradeoff
relationship and has a tradeoff factor (typically denoted as ()
between signal distortion and noise reduction. When p = 0,
SDW-MWEF is identical to the MVDR beamformer, which has
the distortionless property. For 1 — oo, both the noise reduc-
tion performance and the signal distortion are maximized. TV-
MWEF [25], [26] is an MWEF based on (time-varying) full-rank
covariance. Although these techniques work well in underde-
termined situations owing to their nonlinear mechanism, the
distortionless response of the desired signal is not guaranteed.

In [30] and [10], a mask-based MVDR (MB-MVDR) beam-
former, in which TF masks extracting the target and interferer
signals were estimated to obtain the covariance matrices, was
proposed. An MVDR beamformer was constructed using these
covariance matrices. An adaptive version of the MB-MVDR
beamformer was also considered [31], where the time-varying
noise covariance matrix is estimated by the maximum a pos-
teriori (MAP) estimation, assuming a complex inverse Wishart
distribution as each source prior. Then, an MVDR beamformer
is constructed at every short block (with a minimum of one
frame). Thus, this method is a variant of the adaptive MVDR
beamformer based on source priors. One of the qualitative dif-
ferences between adaptive beamforming and our linear combi-
nation beamforming is that the former uses M filter coefficients
at a TF bin and the latter uses M x K’ filter coefficients, where
K' =1,2,3 in this paper. The linear combination of beam-
formers is worth performing, for example, when the residual
noise signals in the output of beamformers can cancel each
other out.

In contrast to the methods mentioned above, we focus on
signal enhancement in underdetermined situations. We aim to
improve the noise reduction performance as much as possible
while maintaining the distortionless property. It is worth noting
that this method estimates the source statistics, which can also
be used in our proposed method to compute the initial estimates
of covariance matrices.
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Finally, in [34], the switching of MVDR beamformers was
considered, where it was assumed that the covariance matrices
for all combinations of active interferers were obtained in ad-
vance to construct multiple beamformers. The main focus of
that paper is the switching mechanism. The other points, such
as the method of estimating the number of combinations and
how the covariance matrices are obtained, were not discussed.
In this paper, we propose a general theory for combining multiple
beamformers under a unified minimum variance criterion. We
propose clustering-like algorithms, where the filter coefficients
and their combination weights are simultaneously estimated.
Additionally, we treat the number of beamformers as the user-
defined parameter, and a performance analysis of this parameter
is given.

III. PROBLEM FORMULATION OF TIME-FREQUENCY-BIN-WISE
LINEAR COMBINATION BEAMFORMER

A. Motivation

The purpose of this paper is to propose signal enhancement
algorithms that achieve high performance in noise reduction
and have the distortionless property. Our basic idea comes from
linear beamforming; that is, a beamformer with M microphones
can suppress M — 1 interferers at each TF bin.

Let us consider signal enhancement in the simplest underde-
termined situation, where we enhance a target signal collapsed
by two interferers using two microphones (N = 3, M = 2).
Suppose we have two beamformers 1 and 2, that suppress
interferers 1 and 2, respectively. Then, if the interferers are
sufficiently sparse, that is, only one interferer exists at each TF
bin, we can suppress both interferers by appropriately selecting
(switching) the beamformer at every TF bin, as shown in Fig. 1.
In general, there is enough sparsity when only M — 1 interferers
existineach TFbin. Then, atleast C(N — 1, M — 1) beamform-
ers, each of which suppresses a different set of interferers, can
constitute a sufficient set of beamformers, where C(a, b) is the
b-combination of a elements. Since the number of beamformers
K is the user-defined variable in practice, we will experimentally
examine the relationship between K and the noise suppression
performance in Section VI.

From this idea, we have proposed the TFS beamformer [12],
[13] for signal enhancement in underdetermined conditions.
This method can be considered as a combination of binary TF
masking and the MVDR beamformer and also as an underde-
termined extension of the MVDR beamformer. Additionally,
we propose a generalization of the TFS beamformer, the TFLC
beamformer.

B. Problem Formulation and Joint Optimization Problem

First of all, we formulate the signal enhancement using
multiple beamformers:

yk f7 )7 (16)

K
D=2 el

yk(fat) :wk(f)x<f7t)7 (17)

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 29, 2021

wherek = 1, ..., K isthe index of the beamformers, and wy, (f)
is the kth beamformer filter. ¢ (f, ¢) is a positive weight function
that determines the suitable combination of beamformers, and
we refer to it as the beamformer selection mask. This formulation
is equal to the conventional single beamformer (11) when K = 1
and ¢ (f,t) = 1V f,t. Now, the problem is how to optimize the
beamformers wy (f) and mask ¢k (f,t).

We consider the following joint optimization problem as an
extension of a conventional MVDR beamformer, where we
optimize both wy(f) and ¢ (f,t) under the unified minimum
variance criterion:

1 T | K
JTr(wg, cx) chk

(Nx(f,1)] , (18)
f:l k=1
F
Inin > Tr(wi,cr) st wi(fa(f) =1,
f=1
K
> e(fit) =1, cx(fit) €0,1] VE, £t (19)
k=1

Every constraint is for maintaining the undistorted target signal,
namely, wy(f) always has a distortionless property, and the
sum of ¢ (f,t) guarantees the fully restored target signal. This
is verified by Proposition 1.

Proposition 1: Let ¢, € [0,1] (k=1,...,K) be positive
weights and Zszl cr, = 1. Suppose every filter has the distor-
tionless property, i.e., w?a = 1 and thus G[as; wy, a] = s for
all k. Then, a linear combination of these filters also has the
distortionless property, i.e.,

K
G aS;E LW, al| =s.
k=1

This can be easily confirmed by the following:

(20)

K K
G as;chwk,a] =Y alf,wi(falf)s(f,1)
k=1 k=1

> er(fit)s(fot)

k=

= s(f,t).

_

21

IV. SOLUTIONS
A. TFS Beamformer

First, we introduce the TFS beamformer [12], [13] as a
simple and special case of the TFLC beamformer. In the TFS
beamformer, ¢, (f, t) is limited to a binary value (i.e., cg (f,t) €
{0, 1}). Hereafter, we use ¢} ( f, t) instead of ¢k ( f, t) to explicitly
indicate that ¢y (f,t) takes a binary value. Then, the objective
function (18) becomes

1TK )
722 U [wi(N=(f 0] (22)

t=1 k=1

jj (wkv Ck

where the constraints are identical to those in (19) except that
ck(f,t) is binary. It is difficult to optimize both wy(f) and
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cP(f,t) simultaneously, whereas it is straightforward to opti-
mize them alternately.

1) Update of Multiple Beamformers: With fixed c}(f,t), the
optimization problem regarding wy,(f) is

T
min 3" [wl(Dan(A 0 st wli(Halr) =1k, £

(23)
where @ (f,t) is the masked observation defined as

zi(f,t) = cr(f,t)x(f,1).

Since the optimization problem (23) is identical to that of the
MVDR beamformer (13) except for the index k, the same type
of closed-form solution is obtained:

(24)

TFs), o P (falf)
i (ﬂ‘aWﬂ@aUmwr =
sz fioz](f.1), (26)

where @i (f) (i =j =k in (25)) is the masked covariance
matrix. Ideally, x ( f, t) contains a set of M — 1 interferers (e.g.,
@ (f,t) consists of only one interferer if M = 2) extracted by
TF masking using cp(f, t), as defined in (24). The MVDR beam-
former is thus computed in not the underdetermined situation but
the determined situation.

2) Update of Beamformer Selection Mask: With fixed
wy(f), the optimum c{(f,¢) that minimizes (22) under the
binary constraint is

imw:{lﬁwmﬁdﬂ

0 otherwise,

OF < [l (Na(f.0F )

where ¥’ = 1,..., K and k' # k. This equation means that we
choose the best spatial filter in terms of the minimum variance
at each TF bin. Conversely, c?(f,t) collects the most domi-
nant set of interferers. For example, when M = 2, if interferer
1 is dominant at a TF bin, beamformer w1 (f) (the index
has no essential meaning) that suppresses interferer 1 is se-
lected. Therefore, this algorithm works by clustering interferers,
where each cluster ¢ (f,t) is utilized to compute the spatial
filters.

Note that signal enhancement (16) using the c}( f, ) does not
involve a linear combination of filters but their switching. We
thus call this the algorithmic variant TFS beamformer.

B. TFLC Beamformer

Next, we propose the TFLC beamformer. To solve the con-
strained optimization problem (19), we use the method of La-
grange multipliers and find the stationary point for the following
function:

Ly(wy,cr) = Tp(w, cx)
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+ Z’\t (Z en(fot) — 1) (28)
=1
where A}, and A; are the kth complex-valued Lagrange multi-
plier and the real-valued one at the ¢th frame, respectively. We
again derive the algorithm that optimizes wy(f) and cg(f,t)
alternately.
1) Update of Multiple Beamformers: With c(f,t) fixed,
function (28) regarding wy(f) can be rewritten as

T 2

ZI

wk mk fv )
; -
Z [ (NHa(f) — 1)] + const.,
- 29)

where const. is a constant term that does not include wy(f).
Noting the cross-terms and following equations,

3w

i=1 j=1

T 2

Z

Hw;(f),

(30)

wk wk f7

we find the stationary point by taking the complex gradient with
respect to w!(f) (i = 1,..., K) and setting it to zero. Finally,
we obtain the following closed—form solution:

w™(f) = (L4 a" (Huwi(f) wiTV () —wilf), BD
K
wi(f) =5 (f) D> ®u(HHw;(f). (32)
J=1,5#i

(31) and (32) imply that the coefficients of all filters are taken
into account for estimating the optimal w; (). This mechanism
makes the optimization problem more general, which may result
in improved performance in noise reduction. However, this may
cause an antiphase problem at the same time, i.e., w;(f) could
try to suppress the target signal s(f,t) using the residual noise
signals in the outputs of the other filters w,(f). This problem
may degrade the performance of signal enhancement.

Note that the filter update in the TFS beamformer is the
special case of that in the TFLC beamformer. Suppose ith filter
is selected in (27). In the TFS beamformer, x(f, ) in (24) is
0 except for k = ¢ with binary cx(f,t), and thus @;;(f) in (26)
and w;(f) in (32) are also 0. Then, filters in the TFS beamformer
(25) is equivalent to those in the TFLC beamformer (31), that
is, w ") = w" () Vi, T

2) Update of Beamformer Selection Mask: Next, withwy,(f)
fixed, function (28) can be rewritten as

A 2
Lilew) = 7 YD elf ()
t=1 |k=1
T K
Z (Z cr(f ) +const.,  (33)
=1 k=1
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Fig. 2. Examples of cj, updating. Left: the origin is outside the convex hull,

where y = ¢5y5 + ceye, and thus, ¢, = 0 except for cs = 0.6 and ¢ = 0.4.
Right: the origin is inside the convex hull, where y = c4y4 + c5y5 + C6Ys,
and thus, ¢, = 0 except for ¢4 = 0.47, ¢5 = 0.31 and cg = 0.22. Black line,
convex hull containing all yy; red line, selected triangle.

where we reassign const. as a constant term that does not include
Ck (f ) t) .

In this paper, we propose the following algorithm to solve
this optimization from geometric aspects. When we go back to
the joint optimization problem focusing on a TF bin, it can be
rewritten as

K 2
min g CrYk
[
k=1

For simplicity, we drop the indices (¢, f) of ¢ in this section.
Then, we find ¢, as follows.

Casel: K =2

In this case, (34) becomes

K
st VEO< ¢ <1, ) er=1 (34
k=1

min |c1y; + Czyz|2
C1,C2

s.t. Cl+02:170§61§1,0§02§1. (35)

On the complex plane, y = c1y; + c2y2 exactly means the point
that internally divides the interval y; and ys at the ratio cs:cq.
Thus, the optimum y is the point closest to the origin on that line
segment. Eventually, the ratio cp:c; that achieves the optimum
y is the solution.

Case2: K >3

In general, we consider the convex hull of a set of y;, (see
Fig. 2). Here, since yy, is the finite number of discrete points, the
convex hull is a polygon with vertices yir (k' € {1,...,K}).
Therefore, 1) if the origin is outside the polygon, the problem
is reduced to case 1 because the optimum y is on the edge
(line segment) of the polygon closest to the origin (see Fig. 2
left). Otherwise, ii) if the origin is inside the polygon, a set
of c¢; achieving y = 0 is the solution. The solution can be
obtained by choosing a triangle that has three vertices of yy
and contains the origin (see Fig. 2 right). Although there may be
several candidates of the triangle, we can choose the one with
the minimum area as an example. cj, are the positive weights
for the two or three selected vertices that attain the minimum
Y= Zszl cryr. Note that efficient algorithms for finding a
convex hull have been widely studied (e.g., [35]).

The update of ¢ (f, t) in the TFS beamformer is also a special
case of that in the TFLC beamformer. In the binary case, the

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 29, 2021

yr (f, 1) closest to the origin is used as y( f, t), which is thus not
in the interior region of the convex hull but on its vertex (see
Fig. 2). Finally, note that all of the formulas displayed above,
including the computation of filter coefficients in (31) and the
enhanced signal in (16), are in complete agreement with those
for the conventional MVDR beamformer when K = 1.

C. Restricted TFLC Beamformer

The TFLC beamformer has a solution space wider than that
of the TFS beamformer owing to the continuous mask, which
is expected to yield better results. However, the optimization
problem is more general and complicated. In particular, the filter
updates in the TFLC beamformer (31) may be unstable because
they depend on all the other wg(f) and ¢k (f,t). Here, we can
consider the intermediate between TFLC and TFS beamformers
in which filters are linearly combined by the continuous mask
but designed similarly to those in the TFS beamformer. That is,
we update ¢ (f,t) as in Section IV-B2 but wy(f) by (25).

For continuous ¢ (f,t), ®xr(f) in (25) is not a masked
covariance matrix but a weighted one. This means that the filter
updates are generalized by using the continuous mask instead
of the binary mask. wy(f) is thus a filter that suppresses the set
of interferers extracted by ¢ (f,t) and cannot access the other
filter coefficients.

D. Discussion About the Proposed Beamformers

1) Initialization: For the algorithm presented above, we need
the initialization of wy (f) or ¢k (f, t). Here, we focus on how to
initialize wy, ( f). The naive solution is random initialization. Al-
ternatively, initial w,( f) can be computed by fixed beamformers
such as a null beamformer [17] requiring only the direction of
arrival (DOA) information with an anechoic model, where each
beamformer suppresses sound arriving from M — 1 directions.
Even though the correct DOA leads to better performance, we
reported that the initialization using a randomly determined
DOA also works well in [13]. Using those beamformers, we
can avoid the permutation problem; that is, the filter wy(f)
suppresses the kth combination of interferers consistently in
all frequency bins. We can then see the directivity patterns
with straight null(s), whereas this does not hold when we use
randomly initialized filters.

Given covariance matrices corresponding to the kth combina-
tion of interferers, the spatial filters are ideally initialized by con-
ventional MVDR beamformer. In this case, the iterative updates
may be no longer needed; we only once compute the beamformer
selection mask and perform the signal enhancement. Although
these covariance matrices are rarely obtained in practice, the use
of estimates of source statistics [10], [30] is one way of obtaining
them.

2) Sparsity Condition: As we mentioned in Section III-A,
we consider the sparseness for the interferers. In the case of
M = 2 and N = 3, the ideal situation is that there is only one
interferer at a TF bin. Although this condition is not explicitly
introduced in the proposed algorithms, it is valuable in analyzing
them. A similar sparseness is often assumed in the context of
binary TF masking, which is called as W-disjoint orthogonality
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(W-DO) [7], [36]. W-DO is a strong sparseness assumed for two
signals and is defined as

Zp(fv t)zq(fa t) = 07 vfatv

where z,(f,t) and z,(f,t) are example signals, p=1,..., N,
g=1,...,N, and p # q. If every pairwise sources z, and z,
satisfy the W-DO, it can be said that only one source exists in
each TF bin at most. Therefore, W-DO is assumed in common
binary TF masking techniques. Note that W-DO does not strictly
hold for many signals such as speech, and thus its approximate
version has been discussed in [37].
In this paper, we consider the following property:

(36)

P
1zt =0.vr.1, 37)

p=1

which is a sparseness assumed for P signals. This equation
means that at least one source satisfies the W-DO with respect
to each of the other P — 1 sources; in other words, at most,
P — 1 sources exist in a TF bin. Therefore, this property is the
relaxation (or generalization) of W-DO. In this paper, we call
this P-DO with the free variable of P.

With M microphones, we assume that every M -combination
of N — 1 interferers satisfies the M -DO; in other words, an
interferer vector

Z(f, t) = (Zl(fv t)722(f7 t)v .- 'aZN—l(fa t)),

is (M — 1)-sparse at each TF bin. This means that, at most,
M — 1interferers exist in each TF bin among N — 1 interferers.
Note that M-DO is equivalent to the W-DO for every pair of
interferers when M = 2.

In the literature, e.g., [38], it is assumed that M -DO strictly
holds in order to identify the sources present at a TF bin and
estimate each of their energies. On the other hand, we assumed
that M -DO is satisfied in a sufficient number of TF bins. Suppose
M-DO strictly holds in all TF bins. The TFLC beamformer in
an underdetermined situation has the possibility of achieving
the same performance as a conventional beamformer in a de-
termined situation. Even if is does not, the TFLC beamformer
can suppress at least M — 1 dominant interferers at each TF bin,
which should guarantee a constant improvement.

(38)

V. EMPIRICAL ANALYSIS OF TFS AND TFLC BEAMFORMERS

In this section, we conducted experiments on speech en-
hancement to understand the TFS and TFLC beamformers more
clearly.

A. Experimental Conditions

In this experiment, we used source signals obtained from the
“Underdetermined-speech and music mixtures” (UND) task of
the community-based Signal Separation Evaluation Campaign
(SiSEC) [39], [40]. Here, we selected three female speech clips
from the dev] dataset and generated observed signals that are
convolutive mixtures of impulse responses. room impulse re-
sponse (RIR)s were simulated by a RIR Generator [41] with a
reverberation time of 120 ms. We conducted this experiment
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Fig. 3. Seven patterns of combination of signals. The mixture (bottom) is the
sum of target (top) and interferers (second and third row).

TABLE II
EXPERIMENTAL CONDITIONS OF EXPERIMENTAL ANALYSIS

Number of sound sources N 3
Number of microphones M 2
Reverberation time 120 ms
Sampling frequency 8kHz

Frame length / shift 1024 / 512 samples
Signals for prior information 5s
Signal for speech enhancement 35s (another 5s X7)

in an underdetermined situation: two microphones with the
spacing of 4 cm and signals consisting of a target and two
interferers whose DOAs were 90°, 50° and 150°, respectively. In
this section, we used K = 2 beamformers, where we implicitly
assumed that these beamformers, each of them corresponding to
the respective interferers, are sufficient for speech enhancement.
To discuss the behavior of the proposed method, we simulated
all seven combinations of the source signals, as shown in Fig. 3,
where the mixture is composed of a combination of the target,
interferer 1, and interferer 2. The other experimental conditions
are listed in Table II.

In experimental Sections V and VI, we use the following
abbreviations for notation ease. We denote the method used as
‘BF-INIT’, where ‘BF’ is replaced by an enhancing method,
namely, TFS, TFLC, or RTFLC. ‘INIT’ represents the initial-
ization method discussed in Section IV-D. We use three means
denoted as ‘R’, ‘N’, and ‘P’, which correspond to the initial-
ization using random values, the fixed null beamformer, and
predesigned MVDR beamformers, respectively. For example,
TFS-P refers to the TFS beamformer with predesigned filters
we proposed previously [12]. In this paper, we used the iterative
algorithms proposed in Section IV for ‘R’ and ‘N’. For ‘P’, we
did not update the predesigned filters.

Prior information given for each method is summarized in
Table III. In this paper, we basically used the exact RTF de-
rived from the discrete Fourier transform (DFT) of the impulse
responses of the target signal. For live-recorded data used in
Section VI-C, we performed the eigenvalue decomposition for
the covariance matrix of the target signal and used the eigenvec-
tor corresponding to the maximum eigenvalue as the estimate
of the RTF. We used 5 s signals from the beginning for prior
information and the remaining 5 s for speech enhancement.
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TABLE IIT
PRIOR INFORMATION FOR EACH ALGORITHMIC VARIANT OF THE TFLC
BEAMFORMER. THE COLUMNS “TARGET” AND “INTERFERERS” REPRESENT
PRIOR INFORMATION RELATED TO THOSE SIGNALS. ‘“TFLC’ 1S REPLACED BY
‘TFS’ AND ‘RTFLC’

Variants Target  Interferers  Each interferer
MVDR RTF Covariance -
TFLC-P RTF - Covariance
TFLC-N RTF Covariance DOA
TFLC-R RTF Covariance -

w

Frequency [kHz]

0 1 2 3 4 5
Time [s]
@ c1(f,t) and c2(f, 1)

Time [s]

®) y(f,t) = y1(f,t) +y2(f,t)

Frequency [kHz]

Time [s]
© y1(f, 1)

Time [s]

Fig. 4. Example of speech enhancement by TFS-P for the last 5 s.
(a) Beamformer selection mask ¢y (f,t) indicating the selected beamformer
(green, k = 1; blue, k = 2). (b) Reconstructed enhanced signal y( f, t). (¢) and
(d) Intermediate enhanced signals y1 (f, t) and y2 (f, t) masked by c1 (£, ¢) and
ca(f,t), respectively.

B. Speech Enhancement by TFS Beamformer

In Figs. 4(a)-(d), we show examples of the beamformer
selection mask ¢y (f, t) and spectrograms of TFS-P. We can see
the masked spectrograms of yi(f,t) = ci(f,t)y(f,t) (green,
k = 1;blue, k = 2) and the reconstructed target signal y(f, t) =
y1(f,t) + y2(f,t). According to Fig. 4(a), the selected beam-
former switched frequently in the TF plane. Fig. 4(c) shows
the intermediate signal y; (f, t) masked by ¢ (f, ¢), which was
composed of a part of the enhanced target and interferer 1 sup-
pressed by w1 (f, t). Although interferer 2 may remain, its power
is basically smaller than that of interferer 1. Hence, yx(f, )
contains the perforated target signal and remaining interferers.
The enhanced signal y(f,t), shown in Fig. 4(b), was obtained
by summing all y,(f,t) where theoretically, the target signal
was completely restored without any artificial distortion.
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C. Transition of Spatial Filters and Beamformer Selection
Mask

To understand the proposed clustering-like algorithm, we
show an example of the update sequence in TFS-N. Fig. 5 shows
the beamformer selection mask ¢ ( f,¢) and directivity patterns
of spatial filters at the initialization (a)—(c) and after the first
iteration (d)—(f) and the fifth iteration (g)—(i).

We first initialized the spatial filters w1 (f) and wa(f) using
a fixed null beamformer, as shown in Figs. 5(b) and (c). Then,
we computed the beamformer selection mask, as shown in
Fig. 5(a). In this initialization, the spatial nulls did not look
toward the correct DOAs (50° and 150°). Consequently, w1 (f)
was selected at the vast number of TF bins, as shown as green
in Fig. 5(a). Conversely, w(f) was selected when the sound
was arriving from a very narrow direction near 110°. Here, the
binary ¢ (f,t) chooses the best beamformer at each TF bin
in accordance with the minimum variance criterion. That is,
since the selected beamformer suppresses the combination of
M — 1 interferers that have the largest power, this collection
also corresponds to the clustering of the dominant interferers.
Note that if only the target exists, either filter can be selected.

Next, we updated the spatial filters for the TFS beamformer.
With the updated selection mask, x( f, t) was dominated by the
combination of interferers corresponding to the index k. This
implies that only M — 1 interferers exist in @ (f,t) under the
assumption of M-DO. A beamformer with such a signal was thus
designed in not the underdetermined but the (over)determined
situation, which can be solved by using the conventional beam-
former. As a result, wy(f) correctly suppressed interferer 1.
Moreover, ws( f) also correctly tried to steer the null direction
toward interferer 2. Since ws (f) was selected frequently at low
frequencies in Fig. 5(a), the null direction was closer to the cor-
rect DOA, whereas it was rarely chosen at high frequencies, and
thus, the null direction was slightly moved. ¢ (f,t) computed
using those updated filters was clearly better than the previous
one, as shown in Fig. 5(d), even though the null directions were
still ambiguous.

By iteratively updating the spatial filters and beamformer
selection mask, we finally obtained ¢ (f,¢) and wy(f) shown
in Fig. 5(g)—(i). The filters had a straighter null than that after the
first iteration and were selected more consistently, especially in
the period where only interferer 2 exists (from 10 s to 15 s and
20 sto 25's). wa( f) was rarely used in some (especially in high)
frequency bins, where there was the possibility that interferer 2
had almost no power in these bins. In this case, too few TF bins
were available to compute wo ( f ), which led to filter coefficients
having abnormal values.

D. Efficacy of Linear Combination

In this paper, we extend the TFS beamformer to the TFLC
beamformer. We here demonstrate their difference in the beam-
former selection mask ¢y (f, t).

Fig. 6 shows the difference between the binary and soft selec-
tion masks, where we used TFS-N and RTFLC-N. According
to Fig. 6(c), the values of each mask matched at most TF bins.
Since a high-pass filter was applied to the data used, uncertain
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Transition of beamformer selection mask ¢y, (f, ¢) and spatial filters wy (f, t) in TFS-N over the number of iterations. (a) cx (f, t) computed using initial

wy (f) (green, k = 1; blue, k = 2). (b) and (c) Directivity patterns of the initial null beamformer w1 (f) and w2 (f), suppressing 10° and 110°, respectively.
(d)—(f) e (f, t) and directivity patterns after the first iteration. (g)—(i) ¢k (f, t) and directivity patterns after the fifth iteration.
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Fig. 6. (a) Binary and (b) soft beamformer selection masks ¢ (f,t) and (c)
their difference for the last 5 s. If the filter that gives the main contribution is the
same in both ¢, (f, t), their difference is less than 0.5.

results were obtained in low-frequency bins. In the other bins,
the differences were basically lower than 0.5. This means that
the best beamformer was the same, but the linear combination
using the other filter led to better performance. Interestingly, the
filters were selected naturally in the case of Fig. 6(b), although
there are some horizontal lines at high frequencies in Fig. 6(a). In
fact, Fig. 5(g) showed the same line (e.g., around 3.2 kHz), and
the filter shown in Fig. 5(h) suppressed the opposite interferer in
such frequency bins. Moreover, the other filter shown in Fig. 5(i)
had incorrect null directions. Fig. 6(c) implies that this problem
was solved, and correct beamformers were selected with suitable
weights. In these bins, the differences were more than 0.5.
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Fig.7. Cost function at each iteration, where index O corresponds to the initial
value. Blue and red lines indicate TFS and RTFLC beamformer, respectively.
The circle correspond to good initialization, and the cross to bad initialization.
The vertical line shows the average and error bar shows the standard deviation
over 100 trials.

E. Cost Functions

Finally, Fig. 7 shows the convergence of the cost functions
of TFS and RTFLC beamformers, defined in the first term in
(28). To expand the resolution of the vertical axis, Fig. 7 is
divided into two parts. Here, two types of initialization were
considered for TFS-N and RTFLC-N; good and bad denoted

s ‘-G’ and ‘-B’ respectively. For good initialization, we used
two null beamformers that suppress the DOAs of 50° and 150°,
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which were exactly the same as those of interferers. In contrast,
null beamformers suppressing the DOAs of 10° and 50° were
used for an example of bad initialization. We show the average
and standard deviation of the cost function over 100 trials for
random initialization.

As seen in Fig. 7, few iterations were needed to converge
to the local minimum regardless of the initialization method.
However, the values of the cost function at the convergence point
may be different in TFS variants, which means performance
degradation due to bad initialization occurred. On the other
hand, the RTFLC variants always reached a better convergence
point with a small standard deviation, which signifies robustness
against the initialization. Note that the cost function at the first
iteration may be greater than that at the initialization because
initial spatial filters have no constraint toward the DOA of the
target.

VI. EXPERIMENTAL EVALUATION ON SPEECH ENHANCEMENT
PERFORMANCE

In this section, we conducted experiments to study the pro-
posed methods in terms of the speech enhancement performance.
In Section VI-A, we introduce the objective criteria used in
this paper. Then, we show the speech enhancement perfor-
mance using the SiISEC dataset in Sections VI-B and VI-C. In
Section VI-D, we demonstrate the tradeoff between the target
distortion and the noise reduction performance. Additionally,
to understand the proposed methods from the aspect of speech
enhancement, we conducted two experiments in regards to the
scales of K, M, and N and the model mismatch in the RTFE.

A. Evaluation Metrics

In this paper, we use four objective criteria, namely, the signal-
to-distortion ratio (SDR), signal-to-interference ratio (SIR),
signal-to-artifacts ratio (SAR) [42], and signal-to-reconstruction
distortion ratio (SRDR), to quantify the results. The first three
criteria are commonly used to evaluate the performance of
signal enhancement and source separation. Additionally, we
define SRDR to evaluate the extent to which the distortionless
property discussed in Section II-C is satisfied. Inspired by the
signal-to-noise ratio (SNR) definition, SRDR is defined as

2
SRDR = 10log,, |8”f'5 (39)

e
Obviously, SRDR decreases as § deviates from s and SRDR —
ooas s — s.

‘Distortion’ in SDR [42] means the signal distortion due to the
interference, where high SDR is obtained by reducing all noise
components (i.e., interferences, noise, and artifacts). On the
other hand, that in SRDR (39) means the distortion caused by the
algorithm G[] (see (7) and (9)). ‘Distortionless’ in the sense of
the proposed beamformers corresponds to SRDR. In [43], an ob-
jective criterion, namely, the speech-distortion index (SD), was
defined. SRDR is exceedingly relevant to the SD; however, SD
changes depending on not only the algorithm G|[-] but the input
SNR. We therefore used SRDR in this paper. Here, the reference
signal was the source image at the reference microphone (we
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TABLE IV
EXPERIMENTAL CONDITIONS FOR THE COMPARISON OF SPEECH
ENHANCEMENT PERFORMANCE

Number of sound sources N 3or4d
Number of microphones M 2or3
Reverberation time 120 ms, 230 ms, or 380 ms
Sampling frequency 16 kHz

Frame length 2% (3 = 8...14) samples
Frame shift Half the frame length
Signals for prior information 5s
Signal for speech enhancement (another) 5s

used the first channel), namely, the interference-free reverberant
signal. Note that the distortionless property is appropriately
evaluated by the SRDR. However, effect of the problem of the
target cancellation, which is mentioned in Section I'V-B, is not
evaluated. This problem will manifest itself as a decrease in SDR
instead.

B. Evaluation for the SiSEC Dataset

1) Dataset and Conditions: In this experiment, we used
the development dataset obtained from the UND task of the
SiSEC [39], [40]. The devl dataset [39] contains live recorded
observations and the mixed signals made by summing them,
where the number of microphones is two with the spacing of 5
cm. We selected four types of mixtures consisting of three or
four male or female speech signals, where the correct DOA of
these signals is given, and used them for the null beamformer-
based initialization. The dev3 dataset [40] contains simulated
observations that are convolutive mixtures of RIRs recorded
in a real enclosure, where the number of microphones is three
with the spacing of 5 cm. The mixtures consist of four male
or female speech signals, where the DOAs are not given, and
we thus roughly estimated it for the null beamformer-based
initialization. The experimental conditions are listed in Table IV.
Details of the other conditions for these datasets can be found
in [39], [40]. Additionally, we experimentally analyzed the op-
timal frame length. The frame length was setto 2 (i = 8. .. 14)
samples, and each frame was half-overlapped regardless of the
frame length. The number of beamformers K is defined as
C(N — 1, M — 1). Finally, because we enhanced the signal of
each speaker as the target, we show the results by averaging
evaluation criteria over the speakers.

C. Results and Discussion

1) Performance of Speech Enhancement: The results of
speech enhancement with dev/ and dev3 are shown in Figs. 8(a)—
(1). We show the best results in terms of the frame length for each
method. The best lengths are listed in Table V.

The conventional single MVDR beamformer can suppress
only one interferer but generates only a small amount of artificial
noise. Therefore, it only showed excellent improvement of SAR.
TES-P showed notable improvement of SDR and SIR while
maintaining high SAR. Thus, it can be said that our idea of
utilizing a combination of multiple beamformers improves the
performance of speech enhancement.
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TABLE V
OPTIMAL FRAME LENGTH FOR EACH METHOD
Method Figs. 8(a)—(c) (d)—(f) (g)—()
(120/230 ms) (120/380 ms)
MVDR 8192/8192 4096/8192 4096/16384
TFS-P 4096,/8192 4096/4096  4096/16384
TFS-N 4096,/4096 2048/4096 2048/8192
TFLC-N 4096/4096 2048/4096 2048/4096
RTFLC-{N,R} 4096,/4096 2048/4096 4096,/8192

The performance of TFS-N was better than that of MVDR.
However, the performance was degraded by not using covariance
matrices of each interferer as the prior information, compared
with TFS-P. The TFLC beamformer overcame this drawback
and achieved a comparable performance to that of TFS-P. One
possible reason is that the target signal was completely restored
by summing the filter outputs, similarly to TFS-N, whereas the
interferers were not. If the interferers in the output of beam-
formers were in the antiphase, they could cancel each other out,
which would improve the performance of noise reduction.

The difference between TFLC and RTFLC beamformer is
that the former uses (31) to update spatial filters, whereas the
latter uses (25) alternately. TFLC uses the original update rule

SAR [dB]
(=}

MVDR [ TFLC-N
2t TFS-P M RTFLC-N | |
[ TFS-N MMM RTFLC-R

380 130 380
Reverberation time [ms]

(i) SAR

Results of speech enhancement under the condition of (a)-(c) M = 2 and N = 3 (devl), (d)~(f) M = 2 and N = 4 (devl) and (g)-(1) M = 3 and

whereby the optimal solution is obtained by minimizing the cost
function. Therefore, the best performance of noise reduction was
obtained, as shown by SIR improvements. Since the th filter is
updated by using the additional information of the other filters,
this update rule (31) maximizes the benefits of taking linear
combinations. In other words, it is conceivable that the ith filter
tried to output the noise components in the antiphase with the
output of other filters to minimize the beamformer output. On
the downside, this mechanism may counteract the target as well.
RTFLC beamformer overcomes this problem by always setting
u;(f) to 0 and uses (25) to update the filters while continuing
to reap the benefits of taking linear combinations. As a result,
it achieved significant improvements in SDR, whereas the SIR
performance was degraded. Moreover, the SAR performance
may be superior to the MVDR performance. Thus, we concluded
that RTFLC beamformer achieves a high performance of speech
enhancement while maintaining undistorted target signal. Taken
together, all the results imply that random initialization leads to
sufficient improvements, as shown in the last bar in Fig. 8.

2) Optimal Frame Length: Since these beamformers can be
understood as combinations of TF masking and beamforming,
they have an optimal frame for speech enhancement. TF masking
requires an adequately small frame length such that the signals
satisfy the W-DO, whereas beamforming requires a sufficiently
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Fig. 9. Average SDR vs frame length (dev3).

large frame length as assume in Section II-A. Therefore, the
TFES beamformer has both properties and thus an optimal frame
length to satisfy both requirements.

Fig. 9 shows the SDR performance of TFS-N and RTFLC-N
versus frame length. According to this figure, the best SDRs were
obtained using frame lengths of 2048 and 8192 samples (128
ms and 512 ms) with reverberation times of 120 ms and 380 ms,
respectively. This result implies that the optimal frame length
can roughly be estimated by considering the room reverberation,
that is, the smallest frame length satisfying the assumption that
the frame length is larger than the length of the ATF is the best.

D. Evaluation for Distortionless Property

The proposed methods theoretically can enhance the desired
signal without generating any distortion. In this section, we
verify this property. To evaluate the SRDR performance, we
conducted an experiment using the RIR generator [41]. We
randomly selected three speech samples from the dev/ dataset
and randomly placed them at least 30° apart. The reverberation
time was set to 120 ms. The other setup is the same as that for
devl. For comparison, we evaluated the performances of the
TV-MWEF [25] and the ideal binary mask (IBM). TV-MWEF [25]
is a BSS method; however, we gave the covariance matrices of
each interferer as the initial estimates to enable a fair comparison.
The IBM is computed using the signal power spectrogram at the
reference microphone within the period for enhancement as

IBM(f,¢) — {1 if [s(f,0) > |n(f, 1)1

. (40)
0 otherwise.

We show the average result of 1000 trials.

As indicated in Fig. 10, IBM showed significant improvement
in SDR without the use of spatial information. TV-MWEF, which
is the best in terms of minimum mean square error (MMSE),
achieved the highest SDR. However, its SRDR performance
is limited because there is no restriction for satisfying the dis-
tortionless property. MVDR showed considerably high SRDR,
whereas SDR was low owing to the underdetermined situation.
On the other hand, the proposed methods achieved high SDR
performance while maintaining high SRDR performance, as in
MVDR. For instance, RTFLC-N (¢ = 4) achieved 5.9 dB higher
SDR with a 2.2 dB decline of SRDR from MVDR (i = 4) and
17.4 dB higher SRDR with a 0.6 dB decline of SDR from MWF
(2 = 3). Therefore, we concluded that the proposed methods
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Fig. 10.  Average SRDR vs average SDR over frame length. The numbers
(i=1...7) correspond to the frame length of 2**7. Every proposed method
used the MVDR beamformer and ‘--MVDR’ is thus omitted in the legend.

successfully improve the performance of noise reduction while
retaining the distortionless response of the desired signal.

The SRDR performance of the proposed methods totally
depends on the MVDR performance, where the larger frame
length led to the higher SRDR. It is conceivable that there is an
adverse effect of the error in approximating the transfer function
in the STFT domain. Simultaneously, a frame length that is too
large is undesirable because of the uncertainty principle of the
STFT analysis and the lower time resolution. Moreover, the
proposed methods need a sufficiently small frame length, as
discussed in Section VI-C2. Choosing the best frame length is
the key and an important problem, as in the other enhancement
methods.

E. Evaluation for Different Numbers of Microphones, Sources,
and Beamformers

In this section, we evaluated the speech enhancement per-
formance of the proposed method over wider ranges of M and
N as a function of K. We used the RIR generator [41], where
the reverberation time was 200 ms and the frame length was
fixed to 2048 samples. The spatial filters of the proposed method
were initialized randomly. Note that the proposed methods are
theoretically equivalent to the conventional MVDR beamformer
when K = 1.

Fig. 11 shows the result of speech enhancement. Based on our
idea, K = C'(N — 1, M — 1) is sufficient for signal enhance-
ment (see Section III-A). However, there was no clear difference
in SDR performance around it. In underdetermined situations,
the proposed methods are always superior to the MVDR beam-
former. In particular, the RTFLC beamformer improves SDR as
K increases. In contrast, the TFLC beamformer has an optimal
K that depends on M and N, but it was not C(N — 1, M — 1).

Although we consider underdetermined situations, the perfor-
mance of the proposed methods in (over)determined situations is
also interesting. In (over)determined cases, the TFS and RTFLC
beamformers can be superior to the MVDR beamformer. It can



YAMAOKA et al.: TIME-FREQUENCY-BIN-WISE LINEAR COMBINATION OF BEAMFORMERS FOR DISTORTIONLESS SIGNAL ENHANCEMENT

3473

— M=2N=3 M=2N=4 M=2N=5 M=2N=6
@ 12 12 12 12
=, A —o—MVDR
10 10 10 10 —»—TFS
§ TFLC
g 3 /.’-I—HP,_\_“ 8 g N 3 —A—RTFLC
A
Q
2
g 6 S 6 6 6
o4 4 4 4,
a
®Qop 2 3 4 5 6 7 1 2 3 4 5 6 7 12 3 4 5 6 7 1 2 3 4 5 6 7
= M=3N=3 M=3N=4 M=3N=5 M=3N=6
3, A
14 14 \ 14 14
=
) A A
g 1Yy N 12 12 12
z ————|
z 10 10 10 e w3 10 .
~ 8 8 8 8
a
©Q o 2 3 4 5 6 7 12 3 4 5 6 7 12 3 4 5 6 7 12 3 4 5 6 7
& M=4N=3 M=4N=4 M=4N=5 M=4N=6
Zo6 16 b 16 16
g A A
£ Mgy & A“A—j‘ 14 14 A 14
g \Kx\”_“\) T~ T
% 12 12 12 12
- e _.
E o 10 1 10 -
[aet
2 s 8 8 8
1 2 3 4 5 6 7 1 2 3 4 5 6 7 12 3 4 5 6 7 12 3 4 5 6 7
Number of filters K Number of filters K Number of filters K Number of filters K
Fig. 11.  Speech enhancement performance as the function of K, where M and N vary in the range of 2 to 3 and 2 to 6, respectively.

be considered that these beamformers effectively suppress the
reverberant component of interferers. Additionally, the RTFLC
beamformer can reduce the residual noise signals in the output
of beamformers if these signals have an antiphase. In contrast,
the performance of the TFLC beamformer is significantly de-
graded, especially for large K. Since the filters of the TFLC
beamformer might have large degrees of freedom when M > N,
they can also suppress the target signal using the residual noise
component, whereas the distortionless property of each filter is
satisfied.

F. Robustness Against Mismatch in RTF

Finally, we investigate the sensitivity of the proposed method
to the parameter mismatch in the RTF. Since the proposed meth-
ods require the exact RTF, the robustness against the estimation
error is interesting from the viewpoint of practicality. For this
purpose, the impulse response of the target source simulated
by the RIR generator was contaminated by the additive white
Gaussian noise. Then, we gave the RTF derived from the DFT
of the collapsed impulse response to the proposed methods. The
SNR in this evaluation is defined as

> lg(m)?
> 19(r) —g(n)P’

where g(7) and g(7) denote the ground-truth and contaminated
impulse responses, and 7 denote the sample index in the time
domain.

Fig. 12 shows the SDR performance as a function of SNR. Ba-
sically, the SDR performance of the proposed method depends
on that of the MVDR beamformer. However, the performance

SNR = 101log;, 1)

m 4
g,
€
g
2
20
E ——MVDR
22 ——TFS
TFLC -4
——RTFLC
-4 -6
0 20 40 60 80 100 0 20 40 60 80 100
SNR [dB] SNR [dB]
Fig. 12.  Speech enhancement performance as the function of SNR.

of the proposed method rapidly decreases when SNR is lower
than 40 dB. We can conclude that the proposed methods require
precise RTF. The method for estimating it [22], [44], [45] is
another essential problem in many microphone array signal
processing methods.

VII. CONCLUSION

In this paper, we proposed a novel method for signal en-
hancement in underdetermined situations, where multiple beam-
formers are utilized. The joint optimization problem for the
beamformers and their weights was considered in which the
distortionless property for the desired signal is guaranteed. Effi-
cientupdate rules thatiteratively minimize the objective function
were derived, equivalent to that of the MVDR beamformer
when the number of beamformers is one. In experiments, we
demonstrated how the beamformers are updated and linearly
combined. The crucial property of the proposed methods, the
distortionless response of the desired signal, was verified using
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the objective criterion, SRDR, quantifying the level of signal dis-
tortion. These experiments revealed the relationship among the
proposed TFLC variants: the linear combination of beamformers
effectively improves the performance of signal enhancement. In
contrast, the too-large degree of freedom leads to the canceling
problem of the desired signal by the harmful use of the output of
the beamformers, which may cause the target distortion. The
restricted variant, RTFLC beamformer, can properly prevent
this problem owing to its constraint and showed the highest
performance in signal enhancement. The future work includes
the online adaptation of the TFLC beamformer.
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