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Abstract—In this paper, we present a speech enhancement
method using two microphones for underdetermined situations.
A conventional speech enhancement method for underdetermined
situations is time-frequency masking, where speech is enhanced
by multiplying zero or one to each time-frequency component
appropriately. Extending this method, we switch multiple precon-
structed beamformers at each time-frequency bin, each of which
suppresses a particular interferer. This method can suppress
an interferer even when both the target and an interferer
are simultaneously active at a given time-frequency bin. As a
switching criterion, selection of minimum value of the outputs of
the all beamformers at each time-frequency bin is investigated.
Additionally, another method using direction of arrival estimation
is also investigated. In experiments, we confirmed that the
proposed methods were superior to conventional time-frequency
masking and fixed beamforming in the performance of speech
enhancement.

I. INTRODUCTION

Beamforming and blind source separation (BSS) [1] are
commonly used in speech enhancement and can yield a good
performance as long as a sufficient number of microphones are
available. Automatic speech recognition can be improved by
applying these methods (e.g., [2]). However, the capability of
these microphone array methods to suppress multiple interfer-
ers depends on the number of microphones M . If there are N
sound sources consisting of one target and (N−1) interferers,
we need the same number of microphones (M = N ) to sup-
press all interferers by null steering. However, commonly-used
small recording devices such as voice recorders often have
only two microphones. Although several conventional methods
such as time-frequency masking [3], [4], multichannel Wiener
filtering [5], and the statistical modeling of observations using
latent variables [6] can work well in underdetermined situa-
tions (M < N), they face a tradeoff between a low signal
distortion and high noise reduction performance.

In this paper, we propose a new method of speech en-
hancement realizing a high performance by selecting one
out of multiple pretrained beamformers as an extension of
conventional speech enhancement based on time-frequency
masking. If M microphones are available, a single beamformer
can generally form (M − 1) nulls. This means that a single

beamformer can suppress only one interferer in the two mi-
crophone case (M = 2). However, if we can construct (N−1)
beamformers, each suppressing one of the (N−1) interferers,
we can improve the speech enhancement performance by
using a combination of these beamformers rather than a single
beamformer.

In [7], the combination of multiple beamformers with dif-
ferent steering directions for audio zooming was considered.
However, in this study, we combine multiple beamformers
with the same steering direction (the same target) but different
null directions. Speech enhancement by Wiener filtering and
frequency-bin-wise combination of multiple fixed null beam-
formers using a square microphone array was proposed in
[8], [9]. However, this method tends to generate target signal
distortions. The reduction of mechanical noise, such as the
sound of actuators and motors in a robot, by selecting the
most suitable noise covariance matrix at each time-frequency
bin for the computation of maximum signal-to-noise ratio
(MaxSNR) beamformers has also been proposed [10]. This
method requires the clustering of multichannel mechanical
noise covariance matrices in a training phase under the as-
sumption that the number of the patterns of the actuator is
usually limited. In contrast to the methods presented above, we
switch multiple signal-dependent beamformers at each time-
frequency bin for underdetermined speech enhancement with
a low amount of target distortions such as minimum variance
distortionless response (MVDR) beamformers [11], [12].

In this paper, we propose two criteria for selecting a suitable
beamformer from a set of previously trained beamformers,
namely, minimum value selection (MIN), that is, the choice
of the beamformer corresponding to the minimum absolute
output among the outputs of these multiple beamformers,
and its extension based on the direction of arrival (DOA)
estimation. If a time-frequency bin is occupied by either
the target and one of the interferers or by a single source,
i.e., it fulfills the W-disjoint orthogonality (W-DO), MIN can
suppress the interferer. The combination of MIN and DOA
estimation can also suppress noise in a time-frequency bin
when no target is present. We evaluate the performance of
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Fig. 1: Combination of two beamformers with a spatial null
for each interferer

each proposed method and confirm its effectiveness.

II. CONVENTIONAL LINEAR BEAMFORMING

We model the microphone signals in the short-time Fourier
transform (STFT) domain. Here, let xi(ω, t) be the ith micro-
phone signal at the angular frequency ω in the tth time frame.
When two microphones observe one target and one interferer,
we can perform conventional speech enhancement using, e.g.,
a MaxSNR beamformer [11], [13] or an MVDR beamformer
[11], [12], which steers a spatial null in the direction of the
interferer, as described by the following equations:

y(ω, t) = wH(ω)x(ω, t), (1)

x(ω, t) = [x1(ω, t), x2(ω, t)]
T
, (2)

w(ω) = [w1(ω), w2(ω)]
T
, (3)

where y(ω, t) is the output signal of the beamformer, w(ω)
denotes the spatial filter vector, (·)T denotes the transpose, and
(·)H denotes the Hermitian transpose. However, only (M −1)
sources can be suppressed using M microphones. Hence, the
performance of linear speech enhancement may be degraded
under an underdetermined situation with M < N , i.e., when
we have fewer microphones than sound sources N .

III. PROPOSED SPEECH ENHANCEMENT METHOD BASED
ON SELECTION FROM MULTIPLE BEAMFORMERS

Without loss of generality, we consider a situation with
M = 2 microphones and N = 3 sound sources consisting
of a target signal, interferer signal A, and interferer signal
B (hereafter referred to as tgt, iA, and iB, respectively). In
this situation, we cannot construct a null beamformer that
suppresses both interferers. However, if only tgt and iA are
observed, we can construct beamformer A that suppresses iA
using a conventional beamforming method, and analogously
beamformer B that suppresses iB (see Fig. 1). Then, we
obtain the following two output signals yA and yB from an
observation x consisting of tgt, iA, and iB:

yA(ω, t) = wH
A(ω)x(ω, t), (4)

yB(ω, t) = wH
B(ω)x(ω, t), (5)

where wA and wB are the spatial filters defining the beam-
formers A and B, respectively.

For every time-frequency bin of the observed signal x, the
dominant sound comprises the seven patterns listed in Table I
with the corresponding beamformer outputs yA and yB , where
the trivial case with no active sources is not considered here.
If only tgt is dominant in x(ω, t), both beamformers output
tgt (see the second row of Table I). If only iA is dominant,
beamformer A suppresses the input signal and beamformer

TABLE I: Combinations of the input signals and
corresponding output signals

x yA yB yMIN yDOA

tgt tgt tgt tgt tgt
iA 0 * iA 0 * 0 **

iB iB 0 * 0 * 0 **

tgt, iA tgt tgt, iA tgt tgt
tgt, iB tgt, iB tgt tgt tgt
iA, iB iB iA iA or iB 0 **

tgt, iA, iB tgt, iB tgt, iA
tgt, iA

or tgt, iB
tgt, iA

or tgt, iB
* suppressed ** masked

B outputs a slightly altered version of iA. At time-frequency
bins consisting of tgt and iB, beamformer B outputs tgt only,
whereas beamformer A outputs both tgt and iB.

In our proposed method, we perform speech enhancement
by choosing the output from yA and yB , which means that
we choose the best result from multiple beamformers in each
time-frequency bin. Here, the important issue is how to select
the appropriate beamformer. Under the assumption of W-DO,
either tgt, iA, or iB is active in a time-frequency bin. Then,
the requirement for the selection strategy is that the output
should be tgt if it is dominant, otherwise zero as an interferer is
dominant in this case. In this paper, we propose two methods
of selecting beamformers satisfying this requirement, which
we call MIN and its extension DOA.

A. Minimum value selection of multiple beamformers

The magnitude of the output of beamformer A (B) is smaller
than that of beamformer B (A) when iA (iB) is dominant in
the respective time-frequency bin. Thus, the following MIN
selection criterion satisfies the requirement described above:

yMIN(ω, t) =

{
yA(ω, t) if |yA(ω, t)| ≤ |yB(ω, t)|,
yB(ω, t) otherwise.

(6)

This formula implies that MIN selects the output of the
beamformer with the smaller magnitude. The rationale behind
MIN is that it suppresses the interferer signal in a time-
frequency bin consisting of tgt and one interferer signal under
the assumption that the magnitude of tgt is smaller than the
magnitude of the sum of tgt and the interferer signal, which is
a valid assumption when considering statistically independent
target and interferer signals. However, if a time-frequency bin
contains iA and iB, MIN will select iB or iA (see the seventh
row of Table I). Thus, although the magnitude of the output of
MIN is smaller than iA and iB, one of the interferers remains.

MIN is similar to time-frequency masking, in which a soft
or hard mask is applied to time-frequency bins dominated by
interferers. Thus, masking methods require W-DO in general.
In contrast, MIN selects the beamformer that suppresses an
interferer in each time-frequency bin, i.e., it can also suppress
noise in a time-frequency bin that contains both the target and
one interferer. Therefore, the proposed method is applicable
even if the assumption of W-DO is not satisfied. From the
above, it can be concluded that the MIN-based selection
is an extension of time-frequency masking overcoming the
limitation of requiring W-DO.
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B. Extension of minimum value selection by DOA estimation
Speech enhancement by MIN, which is a simple selection

rule, is expected to show high speech enhancement perfor-
mance. However, when a time-frequency bin contains multiple
noise signals, it is not possible to suppress all of them. If there
is no target in such a bin, the respective signal component
should be suppressed completely similarly to time-frequency
masking (see the last column of Table I), i.e.,

yDOA(ω, t) = M(ω, t)yMIN(ω, t), (7)

where M(ω, t) is a soft mask. To construct M(ω, t), we
estimate the activity of the sound sources by evaluating a
trained probabilistic model that describes the DOAs of the
sound sources.

In this paper, we use a one-microphone-pair version of [14]
for this task, which has been used as a baseline algorithm for
the DOA estimation methods in [15] and [16]. Here, the rel-
ative phase ratios (RPRs) ϕ(ω, t) of the observed microphone
signals defined as

ϕ(ω, t) :=
x2(ω, t)

x1(ω, t)
·
|x1(ω, t)|
|x2(ω, t)|

, (8)

are clustered by a Gaussian mixture model (GMM). The mean
µk (k = 1, . . . ,K) of each complex Gaussian distribution N c

is an expected RPR associated with a DOA from a predefined
grid, where K is the number of clusters/grid points

N c(ϕ(ω, t);µk, σ
2) =

1

πσ2
exp

{
−
|ϕ(ω, t)− µk|2

σ2

}
, (9)

where σ2 is the variance common to all Gaussian components,
which can be user-defined without performance loss [17].
Then, the mean of the Gaussian component with the maximum
likelihood given the observation ϕ(ω, t) is chosen as the time-
frequency-bin-wise DOA estimate

DOAL(ω, t) = argmax
µk

N c(ϕ(ω, t);µk, σ
2). (10)

Hereafter, we abbreviate the local, i.e., time-frequency-bin-
wise DOA, as DOAL, and the global, i.e., time-frame-wise
DOA as DOAG. Note that DOAL(ω, t) is a RPR associated
with the DOA corresponding to the time-frequency bin (ω, t).
Then, a soft mask ML(ω, t) based on the local DOA estimates
is computed as

ML(ω, t) =
N c(ϕ(ω, t);µk=target, σ

2)∑K
k=1N c(ϕ(ω, t);µk, σ2)

, (11)

where µk=target is the mean corresponding to the target
direction. This procedure, based on bin-wise estimates, is
justified in time-frequency bins satisfying W-DO.

Next, source activity estimation (SAE) of each source
is performed per time frame by averaging the local DOA
estimates as follows:

SAEk(t) =
1

C

C∑
ω=1

ηLk (ω, t), (12)

ηLk (ω, t) =

{
1 if DOAL(ω, t) = µk,

0 otherwise,
(13)

ηL(ω, t) = [ηL1 (ω, t), · · · , ηLK(ω, t)]T, (14)

where C is the number of frequency bins. Here, ηLk (ω, t) is
a Boolean variable that indicates whether the sound source
active in time-frequency bin (ω, t) belongs to cluster k.
SAEk(t) is smoothed by applying linear weighted moving
average (LWMA) as

SAEk(t) ←
T∑

i=−T

(T + 1− |i|)SAEk(t+ i)

T + 1− |i|
, (15)

where T is the number of time frames taken into account for
LWMA. Then, the global DOA estimation, i.e., the estimation
of a DOA associated with a time frame, is performed by
applying a fixed threshold to the SAE estimates.

ηGk (t) =

{
1 if SAEk(t) > threshold,

0 otherwise,
(16)

MG(t) =
SAEk=target(t)∑K

k=1 SAEk(t)
, (17)

where ηGk (t) and the soft mask M(t)G are global counterparts
of ηLk (ω, t) and ML(ω, t), respectively. The global DOA
estimation works even if some time-frequency bins do not
satisfy W-DO owing to the averaging of local DOA estimates.

Finally, the local DOA estimate is chosen if W-DO is
fulfilled and the global DOA estimate otherwise, i.e.,

ηk(ω, t) =

{
ηLk (ω, t) if

⟨
ηL(ω, t),ηG(t)

⟩
= 1,

ηGk (t) otherwise,
(18)

where ⟨·, ·⟩ is the standard inner product operator. Then, the
soft mask M in (7) is constructed as

M(ω, t) =


1 if ηk=target(ω, t) = 1,

ML(ω, t) if
⟨
ηL(ω, t),ηG(t)

⟩
= 1,

MG(t) otherwise.

(19)

IV. EXPERIMENTAL EVALUATION

A. Experimental conditions

To evaluate the effectiveness of our proposed method, we
conducted experiments using the “Underdetermined-speech
and music mixtures” test data from the community-based
Signal Separation Evaluation Campaign (SiSEC) [18]. These
data contain two mixtures with three male or female speakers.
We conduct speech enhancement experiments for each speaker
as a target sound. The experimental conditions are listed in
Table II.

We used two signal-dependent beamformers to produce
time-invariant filters: a MaxSNR beamformer [11], [13] and
an MVDR beamformer [11], [12]. We gave the same target-
active period and noise-active period as prior information for
both beamformers to evaluate the beamformers on the same
basis. Using these periods, we calculated the interference-
plus-noise covariance matrix for the computation of both the
beamformer filters and the target covariance matrix for the
MaxSNR beamformer. Besides, we performed the eigenvalue
decomposition for the spatial correlation matrix of the target-
active period and used the eigenvector corresponding to the
maximum eigenvalue as the estimate of the transfer function,
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TABLE II: Experimental conditions
Number of microphones 2
Distance between microphones 5 cm
DOAs 40◦, 80◦, and 105◦

Reverberation time 250 ms
Sampling rate 16 kHz
FFT frame length / shift 2048 / 512 samples
Training period 5 s
Test period 35 s (5 s × 7)

which is assumed to be prior information for the MVDR
beamformer.

We evaluate the performance by comparing the results of
three conventional speech enhancement methods and four
algorithmic variants of the proposed method. As conventional
methods, we evaluate MaxSNR SOL and MVDR SOL, which
are the underdetermined speech enhancement methods using
a single MaxSNR and an MVDR beamformer, respectively.
We also investigate the performance of the degenerate un-
mixing estimation technique (DUET) [19] as a conventional
method of time-frequency binary masking with a stereo mi-
crophone. We discuss the combinations of a MaxSNR and an
MVDR beamformer with the MIN and DOA selection strategy
and abbreviate these algorithmic variants as MaxSNR MIN,
MVDR MIN, MaxSNR DOA, and MVDR DOA, respec-
tively. We therefore require a target-active period and two
noise-active periods (for iA and iB separately) for the com-
putation of the beamformer filters.

For the DOA estimation, the variance was set to 10 for all
Gaussians. Here, only the frequency bins corresponding to 1–
4 kHz were considered as they contain most of the signals
energy. For the SAE, we used nine time frames (384 ms) for
smoothing by LWMA.

To validate the effectiveness of our proposed method, we
investigate the performance of the considered algorithms in all
seven combinations of the source signals, as shown in Table I.
Here, all observed signal mixtures can be assumed to be
sparse (and therefore W-DO is satisfied in most time-frequency
bins) because the target and noise signals are speech. We use
objective criteria, namely, the signal-to-distortion ratio (SDR),
signal-to-interference ratio (SIR), and signal-to-artifacts ratio
(SAR) [20] to quantify the results. A concise representation of
the results is obtained by averaging these criteria over speakers
for the period consisting of all speakers. Here, the reference
signal is the source image, i.e., the noise-free reverberant
speech signal.

B. Results and discussion

The results of speech enhancement using the algorithms
discussed above are shown in Fig. 2 for the test period that
includes three speakers. The conventional single beamformers
can suppress only one interferer but generate a low amount of
artificial noise. Therefore, they only show good performance
for SAR. The proposed method shows a high performance
in SDR and SIR, and is superior to DUET as well as to
MaxSNR SOL and MVDR SOL. Moreover, the extension of
MIN with DOA estimation results in a significant improvement
of the SIR. Considering these results, it can be concluded

that our proposed methods, particularly MVDR MIN and
MVDR DOA, improve the speech enhancement performance.

The fact that the best performance is achieved by the MVDR
beamformer in combination with MIN or its extension can be
understood by investigating the properties of MIN and the two
beamforming methods. MaxSNR only maximizes SNR and
imposes no constraint on the target direction. Thus, the mag-
nitude or phase of the target in yA and yB may be different,
which is a serious problem when choosing different outputs in
neighboring time-frequency bins. We show the selected beam-
formers using MVDR MIN in Fig. 3(a) examplary. According
to this figure, the selected beamformer switches frequently in
the time-frequency plane. Hence, if the magnitude or phase of
the target in the two outputs is different, it causes distortions
of the target if different beamformer outputs are chosen in
time-frequency bins close to each other, which is an effect
similar to that occurring in time-frequency masking. On the
other hand, since the MVDR beamformer outputs the target
source without distortion, both the magnitude and the phase
match. Thus, no distortion due to the switching of the beam-
formers occurs. This explains the higher SDR of MVDR MIN
(and DOA) than of MaxSNR MIN. Considering only the
SIR performance, the MaxSNR beamformer, which does not
impose a constraint on the target direction, may be superior
to the MVDR beamformer. However, it results in a greater
distortion. Thus, it can be concluded that MVDR MIN and
its extension realize a high performance with a low distortion
of the target signal in underdetermined situations.

Now, we discuss the extension of MIN by DOA estimation.
Figure 3(b) shows the selected beamformers and masked time-
frequency bins. The main benefit of DOA estimation is the
improvement of SIR by using a soft mask (see the red time-
frequency bins in the figure). Although the SAR performance
decreases because the masking generates artificial noise, the
SDR performance is almost the same as that for MVDR MIN.
Thus, we can conclude that the extension with DOA estimation
is effective for improving noise reduction performance.

V. CONCLUSIONS

In this paper, we have proposed a new method of speech
enhancement for underdetermined scenarios and performed
a performance evaluation for the 2-microphone case. This
method achieves high speech enhancement performance by
selection from multiple preconstructed beamformers and time-
frequency masking. We proposed two methods for selecting
the pretrained beamformers: MIN, which can suppress noise
in the presence of one target and one interferer in each time-
frequency bin, and its extension based on speaker activity
detection from the spatial information of the sources. Both
methods can be considered as extensions of time-frequency
masking.

We demonstrated the effectiveness of the proposed method
by performing experiments in a reverberant environment con-
taining one target and two interferers. The MVDR beamformer
combined with MIN and DOA estimation showed the highest
performance with approximately 3 dB improvement in SDR
and 7 dB improvement in SIR. This means that our proposed
method is superior to the conventional methods we used for
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Fig. 2: Results of speech enhancement for the test period consisting of three speakers

(a)

(b)

Fig. 3: Selected beamformers in (a) MVDR MIN and (b)
MVDR DOA for each test period. Green, beamformer A;
blue, beamformer B; red, masked by (7)

benchmarking our results in terms of the speech enhancement
performance.
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