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ABSTRACT

This paper presents an extension of a diffusion model-based sin-
gle microphone Speech Enhancement (SE) method, known as the
Score-Based Generative Model for SE (SGMSE), to a Multi-Input
Multi-Output (MIMO) SE. The extended method is called a multi-
stream SGMSE (mSGMSE). MIMO SE’s goal is to estimate multi-
microphone clean speech signals with spatial cues from noisy, re-
verberant speech signals captured by a distant microphone array.
mSGMSE models the conditional distribution of clean speech sig-
nals given the captured signals for multi-microphone signals using
a diffusion model and generates clean speech estimates by using
the reverse diffusion process. We also propose techniques to make
mSGMSE computationally efficient and adaptable to various or un-
known array geometries for general MIMO SE scenarios. Experi-
ments show that mSGMSE outperforms SGMSE (when separately
applied to each microphone signal) in terms of signal quality, spatial
cues, and computation times. mSGMSE also significantly improves
the automatic speech recognition performance when applied to the
REVERB challenge real dataset, which has substantial mismatches
including array geometries from the training dataset. Finally, we
confirm that Weighted Prediction Error dereverberation (WPE) pre-
processing can further enhance mSGMSE more than SGMSE.

Index Terms— Diffusion model, denoising, dereverberation,
multi-input multi-output, microphone array

1. INTRODUCTION

This paper proposes a new Multi-Input Multi-Output (MIMO)
Speech Enhancement (SE) method based on the diffusion model
[1–3]. Speech signals captured by distant microphones are often cor-
rupted by noise and reverberation, degrading the perceptual quality
and localization of speech and reducing the accuracy of such speech-
related applications as Automatic Speech Recognition (ASR) and
speaker location estimation. MIMO SE overcomes this problem by
removing noise and reverberation from multi-microphone inputs.
For MIMO SE, it is important not only to estimate the clean speech
signal at each microphone but also to recover the inter-microphone
relationships of the clean speech, known as spatial cues. These spa-
tial cues include Inter-microphone Time and Level Differences (ITD
and ILD), which are typical features of localization and speaker
location estimation.

We can achieve MIMO SE based on signal processing and neu-
ral network (NN) approaches. Signal processing approaches extend
conventional beamformers (BFs) for MIMO BF, such as the exten-
sion of the Minimum Variance Distortionless Response BF [4] or
the multichannel Wiener filter [5]. Weighted Prediction Error dere-
verberation (WPE) can also perform MIMO SE [6]. However, these
methods have limited SE performance when the number of micro-
phones is small. The NN approaches propose MIMO SE techniques
based on discriminative NN [7–9]. Although these techniques are
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powerful, they may introduce unpleasant artifacts and be sensitive to
the mismatched conditions between training and testing.

A diffusion model-based approach was recently introduced for
a Single-Input Single-Output (SISO) SE, which enhances a speech
signal from a single microphone signal [10–13]. Diffusion models
are promising because they can perform SE with high perceptual
quality [12]. They also seem more robust to the mismatched condi-
tions between training and testing than discriminative NNs [3]. The
Score-based Generative Model for Speech Enhancement (SGMSE),
which is a diffusion model approach [3], models the conditional dis-
tribution of the clean speech given the captured signal using a dif-
fusion model and estimates the clean speech by solving the reverse
diffusion process. SGMSE uses a neural network, called a score
model, to approximate the scores that are needed to perform the re-
verse process. SGMSE was shown to be effective for denoising and
dereverberation by simulation experiments [3].

However, SGMSE is designed only for SISO SE, not for MIMO
SE. One could perform MIMO SE by individually applying SGMSE
to each microphone signal. But this method does not exploit spatial
cues, and cannot estimate them accurately. Also, the computational
cost would increase as the number of microphones increases.

To overcome the above limitations of SGMSE, this paper ex-
tends it and proposes a multi-stream SGMSE (mSGMSE) that can
perform MIMO SE in a computationally efficient way. mSGMSE
models the conditional distribution of multi-microphone signals and
can naturally capture the spatial cues of the signals. Moreover, we
propose a score model for mSGMSE that can compute scores in
a computationally efficient way. Regardless of the number of mi-
crophones, mSGMSE’s computational cost for handling all the mi-
crophones is almost the same as that of SGMSE to handle a single
microphone. Furthermore, we introduce Multiple Array-Geometry
(MAG) training of the score model to make mSGMSE can cope with
various and unknown array geometries at inference.

We experimentally compare the performances of mSGMSE and
SGMSE for MIMO SE tasks with noisy reverberant speech signals.
SGMSE is individually applied to each microphone signal, whereas
mSGMSE is collectively applied to the entire microphone array. We
use both simulated data with various array geometries and real data
with unknown array geometries and demonstrate that mSGMSE can
effectively perform MIMO SE for both data types. In particular, it
improves the estimation accuracy of the spatial cues for the simu-
lated data and the ASR performance for the real data significantly
more than SGMSE. Moreover, when we combine both methods
with MIMO WPE preprocessing [6], mSGMSE substantially out-
performs SGMSE in every metric, including the signal distortion
metrics, while the performance of both methods is greatly enhanced.

2. MIMO SE FORMURATION

We consider a scenario where a microphone array captures a noisy,
reverberant speech signal in an unknown environment. Under a gen-
eral recording condition, we assume that the array geometry is not
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given. We formulate MIMO SE as a problem of estimating clean
speech x0 ∈ CF×N×M from the complex spectrum of captured sig-
nal y ∈ CF×N×M , where F , N , and M denote the numbers of
frequencies, time frames, and microphones. In this paper, we define
clean speech x0 as the direct signal component included in captured
signal y.

3. CONVENTIONAL DIFFUSION MODEL-BASED SISO SE

This paper adopts SGMSE [3] as a baseline SISO SE. We overview
it in this section (see [3] for more details) and extend it to MIMO
SE in the next section. We tentatively set M = 1 for the number of
microphones here for explaining SGMSE.

3.1. SGMSE for SISO SE

SGMSE uses a diffusion model [2] conditioned on captured signal
y to perform a SISO SE. The model is characterized by a forward
process that transforms clean speech x0 to a mixture of captured
speech y and complex White Gaussian Noise (cWGN). We assume
here that x0 follows a certain initial distribution conditioned by y,
i.e., p(x0|y). Then speech enhancement is achieved based on the
reverse process of the forward process that oppositely transforms
captured speech plus cWGN back to clean speech that follows ini-
tial distribution p(x0|y). SGMSE respectively uses the forward and
reverse processes for training and inference.

The forward process is defined using a stochastic differential
equation (SDE) based on the Ornstein-Uhlenbeck Process [14]:

dxt = γ (y − xt)︸ ︷︷ ︸
f(xt,y)

dt+
√
ckt︸ ︷︷ ︸

g(t)

dw. (1)

Here xt is the state of the process indexed by t ∈ [0, T ], f and g
are the drift and diffusion coefficient functions, and w is a standard
Wiener process. γ (> 0) is a stiffness parameter, and c and k (> 0)
are noise scheduling parameters. Based on the above SDE, xt moves
from a clean speech x0 towards y plus cWGN with an increased
variance governed by the noise scheduling parameters [2].

SGMSE achieves SISO SE by solving the reverse SDE that per-
forms the reverse process of Eq. (1). It is derived as [15]:

dxt = [−γf(xt,y) + g(t)2∇xtpt(xt|y)]dt+ g(t)dw̄. (2)

Here ∇xt log pt(xt|y) is the gradient of log pt(xt|y) with respect
to xt, called a score, and w̄ is a standard Wiener process in reverse
time. To perform SISO SE for a given captured signal y, the reverse
process first obtains xT by adding a sampled cWGN to y. Then it
obtains clean speech estimate x̂0 by iteratively solving the reverse
SDE from t = T to 0.

Because score ∇xt log pt(xt|y) in the reverse SDE is not read-
ily available, SGMSE approximates it by a pre-trained neural net-
work sθ(xt,y, t), called a score model. The training objective to
determine model parameters θ is derived based on the Mean Square
Error (MSE) criterion and the perturbation kernel of the forward pro-
cess [2, 16, 17]:

L(θ) = Et,(x0,y),z

∥∥∥∥sθ(xt,y, t) +
z

σ(t)2

∥∥∥∥2

2

, (3)

where σ(t)2 = c(k2t − e−2γt)/2(γ+ log(k)) is the variance of the
perturbation kernel at t and z ∈ CF×N×M is a cWGN sampled with
a mean zero and an identity covariance matrix. Et,(x0,y),z denotes
the expectation over t, (x0,y) ∼ p(x0,y), and z.
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Fig. 1: NCSN++: score model for SISO SE with SGMSE.

3.2. Structure of score model for SGMSE

This subsection briefly describes structure of score model sθ(xt,y, t)
used for SGMSE, which will be later extended for MIMO SE. The
structure, shown in Fig. 1, is called a Noise Conditional Score Net-
work (NCSN++) [2]. It receives xt, y ∈ CF×N , and t as inputs and
estimates a score as output. To deal with complex signals, SGMSE
handles their real and imaginary parts as separate real signals.

In NCSN++, a U-Net block (U-Net) [18] plays the primary role
in estimating the score. It consists of CNN layers, which are grouped
into encoder, bottleneck, and decoder blocks. The encoder receives
a number of feature maps extracted from input signals xt and y by
the input layer. Each map has a height and width that match the fre-
quency and frame sizes of the input signals. The encoder then grad-
ually transforms the maps by reducing the map size. At each inter-
mediate layer, the encoder also receives down-sampled signals from
a Progressive Down-Sampling block (ProgDown) and adds them to
the maps. The decoder then gradually transforms the maps by re-
covering the map size. At each intermediate layer, the decoder also
sends the maps to a Progressive Up-Sampling block (ProgUp).

In contrast, ProgDown guides and stabilizes the training of the
U-Net encoder. It down-samples input signals xt and y individu-
ally and step-by-step on both the frequency and frame axes to fit
the feature map size of each U-Net encoder intermediate layer. The
down-sampled signals are then fed to each layer of the U-Net en-
coder after being converted to fit the number of maps of the layer.
ProgUp receives feature maps from each U-Net decoder intermedi-
ate layer after converting them to have the same number of maps as
that of input signals. Then, ProgUp up-samples the maps in each
channel individually and mixes them step-by-step with other maps
received from other layers of the U-Net decoder. Finally, the output
layer extracts the score from the maps received from ProgUp. Note
that the down-sampling and up-sampling are pre-fixed functions and
are not updated during training.

U-Net is by far the largest block in NCSN++, and the majority
of the computational resources required for training and inference
are concentrated on the U-Net part.

4. PROPOSED DIFFUSION MODEL-BASED MIMO SE

This section extends SGMSE so that it can perform MIMO SE in
a computationally efficient way. We call the extended model multi-
stream SGMSE (mSGMSE). Hereafter, we assume the number of
microphones to be M > 1.

mSGMSE’s diffusion processes are basically the same as those
of SGMSE except that mSGMSE models multi-microphone signals.
Specifically, we set M > 1 for the number of microphones of xt,
y, z, and sθ in Eqs. (1) to (3) for the forward and reverse SDEs
and the training objective of the score model. With this extension,
multi-microphone clean speech x0 is estimated by the reverse pro-
cess following joint distribution p(x0|y) defined across the M mi-
crophones. Now p(x0|y) models the relationships across all the mi-
crophones. Thus, mSGMSE can perform MIMO SE with accurate
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Fig. 2: mNCSN++: score model for MIMO SE with mSGMSE.
xmt ∈ CF×N is complex spectrum corresponding to the mth mi-
crophone. The same applies to smθ and ym.

estimation of the signal’s spatial cues, if the score model can reliably
approximate the score for multi-microphone signals.

4.1. Structure of score model for mSGMSE

There are several alternatives to extend the score model to estimate
the scores of multi-microphone signals. For example, following the
idea behind MIMO TasNet [8], we can use M NCSN++ blocks to
process M microphone signals and let the blocks interact to capture
the signal’s spatial cues. However, such an approach significantly
increases the computational cost as the number of microphones in-
creases.

In this paper, we propose a multi-microphone extension of
NCSN++, i.e., mNCSN++, shown in Fig. 2. In order to achieve
minimal increase in the computational cost for handling the multi-
microphone signals, mNCSN++ adopts the same U-Net as that of
NCSN++, assuming that extension is not necessary for this part.
Instead, we modify the other parts in NCSN++ to handle multi-
microphone signals and scores:

1. The input layer extracts feature maps that match the size of
the U-Net input from the multi-microphone input signals.

2. ProgDown down-samples the multi-microphone input signals
individually and step-by-step and sends them to each interme-
diate layer of the U-Net encoder after converting them to fit
the number of feature maps of the layer.

3. ProgUp receives feature maps from the U-Net decoder af-
ter converting them to have the number of maps as that of
multi-microphone input signals and up-samples and mixes
each channel of the maps individually and step-by-step.

4. The output layer extracts scores for the multi-microphone sig-
nals from the maps received from ProgUp.

In the above extension, the U-Net part, which requires the majority
of computations, is unchanged from NCSN++ even when the num-
ber of microphones is increased. Thus, the increase in the computa-
tional cost can be minimal. Specifically, the computational cost of
mSGSME for processing M microphone signals is comparable with
that of SGMSE for processing a single microphone signal.

4.2. Multiple Array-Geometry (MAG) training

One important concern of mSGMSE is whether we can make it ap-
plicable to signals captured by various microphone arrays with dif-
ferent array geometries. If mSGMSE must use fixed array geome-
try for training and testing, its applicability will be severely limited.
Note that SGMSE does not have this concern because it performs
SISO SE individually to each microphone signal.

As a premise for mSGMSE to handle various array geometries,
we assume that distribution p(x0|y) of the multi-microphone signals
can more reliably determine x0 given y than separately modeling
the distribution for each microphone, even when the array geometry

is not fixed. Under this premise, we prepare a training dataset that
contains signals from various array geometries and use it to train the
score model. We call this teaching method Multiple Array-Geometry
(MAG) training of the score model.

5. EXPERIMENTS

We experimentally compared mSGMSE and SGMSE for the MIMO
SE tasks that jointly performed denoising and dereverberation. For
the MIMO tasks, SGMSE was applied individually to each micro-
phone signal. We used two types of data recorded under A) matched
conditions and B) mismatched conditions to evaluate their robust-
ness against the mismatches between training and testing. We also
investigated the reduction of the computational cost for the MIMO
SE by mSGMSE.

5.1. Datasets under matched and mismatched conditions

We created a dataset, named WSJ0-CHiME3, for training the SE
models and performing the matched condition evaluation. We simu-
lated each captured signal by mixing a speech signal taken from the
Wall Street Journal (WSJ0) dataset [19] and 10 noise signals from
the CHiME3 dataset [20] after convolving each signal with a Room
Impulse Response (RIR). We also simulated a clean speech target
using the same RIR truncated at 2 ms. We used a linear array with
M = 2 microphones. For the MAG training, the microphone spac-
ing was randomly selected from 2, 4, 6, 8, 10, 12, and 14 cm. We
generated the RIRs using the image method. The room size was set
to 5× 5× 2 m. The speaker, the array, and the noise sources were
randomly positioned for each utterance; the speaker-array distance
was constrained between 0.5 and 1.5 m. The reverberated speech to
the noise ratio and the reverberation time (T60) varied from 10 to
14 dB and from 0.2 to 1.0 s. The training, validation, and evalua-
tion sets contained 7138, 5000, and 333 utterances. Note that the
evaluation set also included various microphone spacings (i.e., array
geometries).

For the mismatched condition evaluation, we used the simulated
and real evaluation data (SIMU and REAL) from the REVERB chal-
lenge dataset (REVERB) [21]. SIMU was generated using the mea-
sured RIRs, and REAL consisted of actual recordings. Both SIMU
and REAL included noisy and reverberant speech signals captured
by circular arrays with eight microphones under six and two dif-
ferent conditions, respectively. We used the first two microphones
for our evaluation. The array geometries of SIMU and REAL were
unknown to mSGMSE trained on WSJ0-CHiME3. We used clean
speech signals in SIMU as the clean SIMU targets.

5.2. Evaluation metrics for signal quality, spatial cue, and com-
putation time

We evaluated the two SE models in terms of the a) signal quality, b)
spatial cues, and c) Real-Time Factors (RTFs).

For the signal quality metrics, we used the Signal-to-Distortion
Ratio (SDR) [22], the Scale-Invariant SDR (SI-SDR) [23], the fre-
quency weighted segmental Signal-to-Noise Ratio (fwsSNR) [24],
the Perceptual Evaluation of Speech Quality (PESQ) [24], the Ex-
tended Short-Time Objective Intelligibility (ESTOI) [25], and the
Word Error Rate (WER). For SDR, we set the length of the time-
invariant filters to 512 taps. For WER, we used a REVERB ASR
recipe developed for Kaldi [26].

For evaluating the spatial cues, we used the estimation errors of
the Inter-microphone Time Difference of arrival (∆ITD) between the
clean and estimated signals, the errors of the Inter-microphone Level
Difference (∆ILD), and the log-determinant divergence (LDD) [27].
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∆ITD and ∆ILD evaluate the accuracy of the spatial cue preser-
vation from the clean speech signal, and are defined:

∆ITD =
∣∣ITD (

s1, s2
)
− ITD

(
ŝ1, ŝ2

)∣∣ , (4)

∆ILD =

∣∣∣∣10 log10 ∥s1∥22
∥s2∥22

− 10 log10
∥ŝ1∥22
∥ŝ2∥22

∣∣∣∣ . (5)

Here s1, s2 ∈ RT are clean speech signals with the length T in
the time domain at the 1st and 2nd microphones, and ŝ1, ŝ2 ∈ RT

are their estimated signals. ∥ · ∥2 denotes the L2-norm of a signal.
ITD (·, ·) calculates the Time Difference Of Arrival (TDOA) of the
signals estimated using the Generalized Cross-Correlation PHAse
Transform (GCC-PHAT) [28].

LDD, a metric for the distance between spatial covariance ma-
trices Φx and Φx̂ of clean and estimated speech signals, is defined:

DLDD(Φx̂∥Φx) = tr
(
Φx̂Φ

−1
x

)
− log det

(
Φx̂Φ

−1
x

)
−M, (6)

where tr(·) denotes a matrix trace. LDD quantifies the difference in
the spatial distributions of the two signals.

In the experiments, we calculated ∆ITD, ∆ILD, and LDD for
each short-time segment, excluding non-speech segments, and aver-
aged them over the segments to get the final figures.

5.3. Analysis condition

We implemented mSGMSE by modifying the publicly available
code1 for SGMSE. We trained the score model using the Adam
optimizer with a learning rate 1.0 × 10−4 and exponential weight
averaging. We set γ = 1.5, c = 1.15×10−2 and k = 10.0. We used
short-time Fourier transform with transformed amplitudes [3]. We
used predictor-corrector sampling [2] to solve the reverse process
and set the number of diffusion steps at 30.

5.4. Evaluation results in terms of signal quality

Table 1 shows the evaluation results under the “matched” condition
using WSJ0-CHiME3, with and without MIMO WPE preprocessing.
All the signal quality metrics (SI-SDR, fwsSNR, PESQ, and ESTOI)
were improved by both SGMSE and mSGMSG, and mSGMSE out-
performed SGMSE for all metrics except for a few exceptions, i.e.,
SI-SDR and ESTOI, which were obtained without preprocessing.

Table 2 shows the evaluation results under the “mismatched”
condition using REVERB, with and without MIMO WPE prepro-
cessing. The same tendency as the matched condition was obtained
for SDR and fwsSNR. In addition, although both mSGMSE and
SGMSE effectively reduce WER for SIMU and REAL, mSGMSE
largely outperformed SGMSE.

5.5. Evaluation results in terms of spatial cue preservation

Table 1 also shows the evaluation results in terms of spatial cues
(∆ITD, ∆ILD, and LDD) under the matched condition. Although
SGMSE failed to improve ∆ITD and ∆ILD, mSGMSE very effec-
tively improved them with and without WPE preprocessing. In con-
trast, LDD was improved by both mSGMSE and SGMSE, and again
mSGMSE largely outperformed SGMSE.

5.6. Evaluation results in terms of RTF

Table 3 shows the RTFs achieved by mSGMSE and SGMSE for
WSJ0-CHiME3, measured using a single GPU of Nvidia RTX
A6000. RTF, which evaluates the computation time of the SE meth-
ods, is defined as the average computation time [s] required for

1https://github.com/sp-uhh/sgmse

Table 1: Evaluation under matched condition using WSJ0-CHiME3
with various array geometries: Obs denotes observed signal.

Use SI-SDR fwsSNR PESQ ESTOI ∆ITD ∆ILD LDD
WPE [dB] [dB] [ms] [dB] (×104)

Obs - -4.3 4.60 1.24 0.47 0.029 0.584 6.11
SGMSE - 6.5 11.4 2.40 0.85 0.183 0.701 1.06

mSGMSE - 6.2 11.6 2.42 0.85 0.002 0.232 0.19
Obs ✓ -1.9 4.90 1.33 0.56 0.009 0.539 2.51

SGMSE ✓ 7.1 11.4 2.28 0.84 0.289 0.720 0.89
mSGMSE ✓ 7.6 12.2 2.56 0.87 0.002 0.217 0.21

Table 2: Evaluation under mismatched condition using REVERB
challenge dataset with unknown array geometries in simulated and
real evaluation data (SIMU and REAL).

Use SIMU REAL
WPE SDR [dB] fwsSNR [dB] WER [%] WER [%]

Obs - 9.54 3.62 7.40 18.61
SGMSE - 10.96 9.74 5.25 15.18

mSGMSE - 10.41 10.25 5.03 13.90
Obs ✓ 11.78 4.35 4.72 13.80

SGMSE ✓ 11.92 9.37 5.27 15.18
mSGMSE ✓ 12.65 10.17 4.58 11.34

Table 3: Real-Time Factor (RTF) for performing MIMO SE (M =
2) measured using a single GPU of Nvidia RTX A6000.

SGMSE mSGMSE
RTF 1.9912 0.9995

processing a 1-s utterance. In the table, mSGMSE reduced the RTF
for MIMO SE almost by a factor of M(= 2).

6. CONCLUSIONS

We introduced mSGMSE, a MIMO SE method based on a diffusion
model. mSGMSE extends SGMSE, a SISO SE method, by model-
ing the conditional distribution of clean speech signals from multiple
microphones. We also presented a computationally efficient score
model, mNCSN++, and a MAG training scheme that enables mS-
GMSE to adapt to various or unknown array geometries. We exper-
imentally demonstrated that mSGMSE enhances signal quality and
spatial cues for MIMO SE under both matched and mismatched con-
ditions, compared to individually applying SGMSE to each micro-
phone. Furthermore, mSGMSE reduced the computational time of
SGMSE by a factor of M(= 2). We showed that mSGMSE signif-
icantly improved the ASR performance for the REVERB challenge
real evaluation set, even though we trained mSGMSE only using
very different simulation data. We also revealed that using MIMO
WPE preprocessing further improved mSGMSE.

Future work will evaluate mSGMSE more thoroughly, with
more microphones, by comparing it with discriminative NN-based
MIMO SE methods and by combining it with advanced signal
processing techniques.
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[17] Simo Särkkä and Arno Solin, Applied Stochastic Differential
Equations, Cambridge University Press, 2019.

[18] Olaf Ronneberger, Philipp Fischer, and Thomas Brox, “U-net:
Convolutional networks for biomedical image segmentation,”
in Proc. International conference on Conference Medical Im-
age Computing and Computer-Assisted Intervention– (MIC-
CAI), 2015, pp. 234–241.

[19] John S. Garofolo, David Graff, Doug Paul, and David Pal-
lett, “CSR-I (WSJ0) complete,” https://catalog.ldc.
upenn.edu/LDC93S6A.

[20] Jon Barker, Ricard Marxer, Emmanuel Vincent, and Shinji
Watanabe, “The third CHiME speech separation and recog-
nition challenge: Dataset, task and baselines,” in Proc. IEEE
Workshop on Automatic Speech Recognition and Understand-
ing (ASRU), 2015, pp. 504–511.

[21] Keisuke Kinoshita, Marc Delcroix, Sharon Gannot, Emanuël A
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